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This volume presents papers on the topics covered at the National Academy 
of Engineering’s 2019 US Frontiers of Engineering Symposium. Every year the 
symposium brings together 100 highly accomplished early-career engineering 
leaders to share their cutting-edge research and innovations in selected areas. 
The 2019 symposium was hosted by Boeing in North Charleston, South Carolina, 
September 25–27. The intent of this book is to convey the excitement of this 
unique meeting and to highlight innovative developments in engineering research 
and technical work. 

GOALS OF THE FRONTIERS OF ENGINEERING PROGRAM

The practice of engineering is continually changing. Engineers must be able 
not only to thrive in an environment of rapid technological change and globaliza-
tion but also to work on interdisciplinary teams. Today’s research is being done 
at the intersections of engineering disciplines, and successful researchers and 
practitioners must be aware of developments and challenges in areas that may 
not be familiar to them. 

At the annual 2½-day US Frontiers of Engineering Symposium, 100 of this 
country’s best and brightest early-career engineers—from academia, industry, and 
government and a variety of engineering disciplines—learn from their peers about 
pioneering work in different areas of engineering. The number of participants is 
limited to 100 to maximize opportunities for interactions and exchanges among 
the attendees, who are chosen through a competitive nomination and selection 
process. The symposium is designed to foster contacts and learning among prom-
ising individuals who would not meet in the usual round of professional meetings. 

Preface
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This networking may lead to collaborative work, facilitate the transfer of new 
techniques and approaches, and produce insights and applications that bolster 
US innovative capacity. 

The four topics and the speakers for each year’s meeting are selected by an 
organizing committee of engineers in the same early-career cohort as the partici-
pants. Speakers describe the challenges they face and communicate the excite-
ment of their work to a technically sophisticated but nonspecialist audience. They 
provide a brief overview of their field of inquiry; define the frontiers of that field; 
describe experiments, prototypes, and design studies (completed or in progress) 
as well as new tools and methods, limitations and controversies; and assess the 
long-term significance of their work. 

THE 2019 SYMPOSIUM

The topics covered at the 2019 symposium were (i) advanced manufacturing, 
(ii) engineering the genome, (iii) self-driving cars: technology and ethics, and 
(iv) blockchain technology.

Industry 4.0 refers to the fourth industrial revolution in which the industrial 
and information revolutions have merged, creating systems that are smart, agile, 
resilient, and customizable. The first speaker in the session, Advanced Manu-
facturing in the Age of Digital Transformation, focused on applications of data 
analytics, autonomy, model-based engineering, and machine learning to manu-
facturing. This was followed by a presentation on computational modeling used 
in the sequencing of digital manufacturing in the domain of additive manufactur-
ing. The next speaker discussed new directions for legged robots and their future 
applications in the manufacturing sector. The session concluded with a talk on 
the impact of the digital twin in boosting efficiency, slashing costs, and revealing 
problems before production. 

The next session, Engineering the Genome, described how the growth of 
genome engineering tools have the potential to alter any DNA or RNA sequence, 
leading to an almost limitless range of applications in treating human genetic 
diseases, developing industrial biotech products, improving crop and livestock 
productivity, and addressing conservation and invasive species challenges. Talks 
detailed the application areas available through CRISPR-Cas9, the impact of 
genome engineering on ecosystems such as mosquito transmission of diseases, 
industrial scale-up for manufacturing molecules for various applications, and the 
need for standards and data sharing in this rapidly evolving field. 

Although self-driving cars are now on the roads, the ramifications of this 
trend are complex due to the potential effects on infrastructure, the economy, 
and society and the ways transportation factors into daily life. The first presenta-
tion in the session titled Self-Driving Cars: Technology and Ethics provided an 
overview of the challenges and opportunities provided by self-driving vehicles. 
The next speaker described how self-driving cars are being developed at scale. 
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This was followed by a discussion on the philosophy and ethics surrounding the 
aggressive development of self-driving cars and the technologies that support 
them. The session closed with a talk about humans’ interactions with autonomous 
and intelligent systems, including research on design and learning algorithms that 
influence humans’ actions for better safety and coordination. 

Blockchain—the underlying technology on top of which Bitcoin and other 
applications are implemented—was the topic of the final session. The presentations 
introduced the history and key concepts of blockchain and provided an overview of 
the major platforms and applications including Bitcoin, Ethereum, and Hyperledger; 
discussed the domain of private and permissioned blockchain platforms that are 
building blocks of networks among groups of enterprises; and delved into the eco-
nomic and social research that leverages blockchain technologies.

In addition to the plenary sessions, the attendees had many opportunities for 
informal interaction. On the first afternoon of the meeting, break-out sessions 
provided an opportunity for attendees to share their research and technical work so 
that they could get to know more about each other relatively early in the program. 
On the second afternoon, Boeing arranged a tour of the plant where Boeing’s 787 
Dreamliners are manufactured.  

Every year a distinguished engineer addresses the participants at dinner on 
the first evening of the symposium. Ms. Joan Robinson-Berry, vice president and 
chief engineer for Boeing Global Services, spoke about the breadth of research 
and engineering—“from freezer to flight”—at Boeing South Carolina.  She also 
issued a call to action for increased diversity in the engineering workforce and 
encouraged the attendees to be drivers of change by bringing people from outside 
their communities to the table. 

The NAE is deeply grateful to the following for their support of the 2019 US 
Frontiers of Engineering Symposium:

•	 Boeing 
•	 The Grainger Foundation
•	 Defense Advanced Research Projects Agency
•	 Air Force Office of Scientific Research (This material is based on work 

supported by the Air Force Office of Scientific Research under award 
number FA9550-19-1-0333. Any opinions, findings, and conclusions or 
recommendations expressed in this material are those of the author(s) 
and do not necessarily reflect the views of the United States Air Force.)

•	 Department of Defense ASD(R&E) Research Directorate–Laboratories 
Office

•	 National Science Foundation (This material is based on work supported 
by the National Science Foundation [NSF] under grant EFMA-1903556. 
Any opinions, findings, and conclusions or recommendations expressed 
in this material are those of the author(s) and do not necessarily reflect 
the views of the NSF.)
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•	 Microsoft Research
•	 Amazon
•	 Cummins Inc.
•	 Individual contributors

We also thank the members of the Symposium Organizing Committee (p. iv), 
chaired by Dr. Jennifer West, for planning and organizing the event.
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The synergy of past manufacturing-enabling revolutions has made pathways 
for highly efficient systems of the future. The industrial and information revolu-
tions have merged into a fourth industrial revolution known as the digital age, in 
which information is ubiquitous. The culmination of these two streams is called 
“Industry 4.0.” The expanse of this fourth industrial revolution is signified in 
the National Academy of Engineering’s Grand Challenges, through which wide 
applicability and engineering solutions can transform the societal landscape. This 
is a new frontier to imagine the possibilities of 22nd century manufacturing, with 
smart, more agile, resilient, and customizable systems to meet the needs of the 
world’s growing populations. 

The first speaker, Gabriel Burnett (Boeing), introduced the future of Boeing’s 
production system with a focus on applications of data analytics, autonomy, 
model-based engineering, and machine learning.1 Boeing is moving away from 
a document-centric system to become a model-based enterprise. Hardware 
advances are enabling data collection, and computing advances allow the data to 
be leveraged across the value stream to enhance business value. The next speaker, 
Christapher Lang (National Aeronautics and Space Administration Langley 
Research Center), discussed the use of computational modeling in the sequenc-
ing of digital manufacturing, focusing on metal additive manufacturing. Christian 
Hubicki (Florida State University and Florida A&M University) described novel 
directions of bioinspired robots for the future of digital manufacturing. Finally, 
Pamela Kobryn (Air Force Research Laboratory) presented the digital twin 

1  Paper not included in this volume. 

Advanced Manufacturing in the 
Age of Digital Transformation

Li Chang
Boeing

Tarik Dickens
Florida A&M University-Florida State University College of Engineering
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concept as applied to aircraft to boost efficiency, reduce costs, increase agility, 
and better manage maintenance schedules according to both past and projected 
operational needs.
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NASA is developing next-generation computational materials capabilities to 
support the qualification of additively manufactured metallic structural compo-
nents for aerospace applications. The quality of these parts directly depends on a 
wide range of process parameters, including build conditions and feedstock prop-
erties. Computational materials research aims to develop a fundamental under-
standing of the dependence of the part properties and performance on the process 
parameters and to apply that understanding to efficient qualification practices.

Integrated multiscale modeling methods allow prediction of the process–
structure–property relationships, including the effect of defects. This paper pri-
marily focuses on the powder bed fusion process and its application to aerospace 
flight systems, with discussion of in situ monitoring, process-to-microstructure 
linkages including residual stress, and microstructure-to-performance linkages. 
Computational materials research for additive manufacturing (AM) processes 
will enable efficient and accurate design, manufacture, and certification of future 
aerospace flight systems.

INTRODUCTION

Although AM technology has recently experienced considerable growth and 
publicity for its potential to significantly transform the manufacturing industry, its 
promise is limited in application because of a lack of confidence in part quality. 
Improvements in material properties, consistency, and process control are neces-
sary for AM to realize the advertised potential of enhanced performance, reduced 
cost, and increased manufacturing speed; for example, the application of AM to 
fracture-critical flight components requires extensive qualification efforts.

Computational Materials for  
the Design and Qualification of  

Additively Manufactured Components

Christapher G. Lang
NASA Langley Research Center

5
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AM encompasses a variety of materials (e.g., metals, polymers, and ceramics) 
and processes (e.g., powder bed, blown powder, wire fed, laser, and electron beam). 
Part quality and consistency depend on numerous process-specific parameters that 
are selected or adjusted for each component. 

LASER POWDER BED FUSION

I focus on the laser powder bed fusion (LPBF) process for metallic AM, 
although many of the approaches are applicable to a wide range of materials and 
manufacturing processes. The LPBF parameter space consists of laser power, scan 
speed, laser spot size, scanning strategy, feedstock, part geometry, and machine 
conditions. The selection of process parameters determines the resulting micro-
structure and component properties. 

Various libraries of process parameters for a given machine and material have 
been determined through physical testing by AM suppliers or individual laborato-
ries, with additional testing required for each new part geometry or powder supply. 
An integrated computational materials engineering (ICME) approach reduces the 
amount of physical testing and informs design engineers about detrimental perfor-
mance expected for specific process parameters (Turner et al. 2015).

NASA is developing AM rocket engine components for human spaceflight. 
To address the immediate need for a consistent framework specific to the pro-
duction and evaluation of LPBF processes, standards have been released by the 
Marshall Space Flight Center (MSFC 2017a,b) for materials, process control, 
personnel training, inspection, and acceptance requirements. Concurrently, an 
ICME approach to the design and qualification of aerospace AM materials and 
their components is being developed at NASA and provides a path toward rapid 
manufacturing and qualification. 

Improved control and understanding of the AM process offer improved 
consistency and more complex design such as multiple alloys and functionally 
graded material components. When combined with in situ process monitoring, 
computational modeling enables the development and integration of manufactur-
ing process capabilities and constraints as well as qualification considerations 
such as inspection requirements in the component design. 

COMPUTATIONAL MODELING OF THE AM PROCESS

Process modeling is used to develop an understanding of the relationship 
between the process parameters, feedstock, microstructural and porosity evolu-
tions, and resulting mechanical properties by solving the governing equations for 
the physics of the process. Determination of the temperature history, deformations 
due to residual stress, microstructure evolution, and porosity are among the goals 
of current process simulation efforts.

http://www.nap.edu/25620
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Physics

Modeling of the AM process requires a multiscale approach to accurately 
account for the physics at multiple length scales from microstructure to compo-
nent. An accurate temperature history and melt pool geometry are necessary to 
understand the microstructure, defect formation, and residual stress formation. 
The temperature history is predicted by numerical models at different levels 
of fidelity. Various physics—melting, evaporation, fluid flow, recoil pressure, 
powder packing density, and surface tension—are incorporated to improve the 
model accuracy. To accommodate accuracy and computational resource require-
ments, thermal models are generally restricted to a low number of scan tracks 
and powder layers. 

Simulation of residual stress formation requires a scale-up to efficiently 
account for the numerous layers in an AM build. A promising approach for pre-
dicting residual stress is the modified inherent strain method, which computes the 
strain at the scan track scale and imposes the strains in a layer-by-layer fashion 
to a part scale mechanical analysis (Liang et al. 2018). Phase-field and kinetic 
Monte Carlo models are used to simulate grain structures dependent on feedstock 
and temperature history.

Porosity

Two sources of porosity during the LPBF process are lack of fusion and 
keyholing. The melt pool transitions from conduction mode to keyhole mode 
for increased laser power and reduced scan speed. Keyhole mode occurs when 
a vapor cavity forms with a high aspect ratio of depth to width as compared to 
conduction mode (Trapp et al. 2017). In contrast, lack of fusion porosity occurs 
when insufficient power and overlap of successive melt pools are applied to fully 
melt the powder. A balance for avoiding lack of fusion and keyhole porosity is 
determined by the selected process parameters (Tang et al. 2017).

Porosity cannot be completely avoided, and its impact on part performance is 
application dependent. Micromechanical simulations quantitatively characterize 
the influence of porosity and other heterogeneities in the microstructure on the 
mechanical behavior of parts produced by LPBF. Porosity is embedded in process-
specific microstructure models, and the heterogeneous strain localization in the 
vicinity of the porosity is solved as a function of the pore shape, size, density, and 
proximity to the free surface.

IN SITU PROCESS DATA

For the design and qualification of AM components, experimental data are 
required to capture critical events and behavior during the manufacturing process. 
To that end,

http://www.nap.edu/25620
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•	 Powder bed systems are being equipped with sensors and measuring 
devices to record data during the manufacturing process. 

•	 System monitoring provides critical data necessary for understanding 
process events, performing feedback control, diagnosing machine opera-
tion, and validating computational models. 

•	 Key process measurements include temperature history, melt pool 
dimensions, and defect formation.

Collection of in situ data provides a component build history that can be used 
to identify critical events during the process that may affect part quality.

Dynamic X-ray radiography (DXR) at the Argonne National Laboratory 
Advanced Photon Source provides high-speed cross-section videos of the LPBF 
process (Zhao et al. 2017). The real-time imaging yields data relative to the laser 
position, including melt pool dimensions, keyhole behavior, solidification rate, 
and porosity formation. DXR data help characterize the melt pool and solidifica-
tion behavior for various feedstock compositions and baseplate material as well 
as varying laser parameters.

SUMMARY

Computational modeling supports the qualification efforts necessary to real-
ize the full potential of AM for designing and manufacturing aerospace compo-
nents. A large design space exists for AM, and an ICME approach to process and 
component design will support qualification efforts through improved process 
understanding and control for application- and material-specific needs. Simula-
tion tools that assist in choosing parameters for process control and designing 
AM-specific components will lead to microstructures that help attain and even 
exceed design specifications. 

Micromechanical simulations characterize part performance for process-
specific microstructures including the effect of defects. Integrated computational 
modeling and in situ process monitoring efforts provide a path toward accelerated 
design and qualification of aerospace components.
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Why study walking and running robots, and bipedal robots in particular? 
Because robots can go where people can’t or shouldn’t go because it isn’t safe, 
such as malfunctioning nuclear power plants, or the staircases and corridors of 
burning buildings—places designed to be navigated by bipedal humans. 

In addition to disaster response and exploration applications, the study of 
bipedal robotics informs the design and control of assistive devices. Robotic 
prosthetic legs and exoskeletons can enable walking and running for patients who 
have lost the ability to do so, or perhaps even superhuman performance (e.g., lift-
ing or conveying immensely heavy loads).

More broadly, the challenge of engineering bipedal robots yields general 
lessons across autonomy-related fields including manufacturing. While manu-
facturing has excelled in extreme repeatability of its processes in controlled 
environments (famously measuring quality in “sigmas”), legged robotics grapple 
with uncontrolled environments. If manufacturing is to push its capabilities or 
venture into remote and uncontrolled locations, it may be beneficial to learn from 
the field of legged robotics. 

This paper summarizes four lessons that were essential to recent advances in 
walking and running robots and illustrates how they can be applied to manufacturing. 

•	 Bipedal roboticists have designed robots with underactuation and com-
pliance for improved agility and efficiency, and automated manufactur-
ing facilities can similarly lower capital and energy costs. 

•	 Walking and running controllers are being designed for robustness 
to unknown terrain, and manufacturing can use similar robust control to 
operate on parts of unknown shape and softness. 

Robots That Walk:  
What the Challenge of Locomotion Says 
About Next-Generation Manufacturing

Christian Hubicki
Florida A&M University–Florida State University (FAMU-FSU) 

College of Enginering
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•	 Locomoting robots that rely on self-stable and emergent behaviors pro-
vide an example of decreased reliance on heavy computation and ways 
to find surprising effective behaviors not programmed by their control 
engineers. 

•	 And finally, the need to change locomotion behaviors on the fly—for 
example, to change speeds or tasks—has driven the development of task-
flexible control algorithms that can make robots more versatile (e.g., for 
tasks like carrying packages). 

UNDERACTUATION AND COMPLIANCE

Legged robots have made enormous strides in terms of agility and stabil-
ity—Boston Dynamics’ Atlas (figure 1) can do backflips—but energy economy 
is a longstanding challenge in legged robotics. Humanoid robots typically require 
an order of magnitude more energy to walk than an equivalently sized person. 
This drastically limits the range that robots can travel on a limited energy supply, 
pushing legged roboticists to find ways to do more with less energy. 

One efficiency-driven approach, underactuation, involves building bipedal 
robots with fewer motors, forcing the controller to do the same task using less 
power. Underactuation can also reduce robot weight as well as stiffness due to 
highly geared drive transmissions. These combined improvements often lead to 
increased efficiency: A simple underactuated walker called the Cornell Ranger 
was able to walk 40 miles on a single battery charge.1

Another approach to increased efficiency comes in the form of compliance, 
or elasticity in the robot. Robots traditionally are built with highly rigid bodies, in 
part to make control algorithms simpler. Humans, however, have elastic tendons 
in their legs that can store and return energy otherwise lost to heat while walking. 
Following this example, robots like DURUS (figure 2) have spring-legged feet 
that reduce the energy cost of locomotion by 70 percent over previous humanoid 
robots (Hereid et al. 2018). 

For the field of manufacturing, assembly-line manipulators may save on 
energy costs by omitting actuators and including flexible linkages.

ROBUSTNESS TO UNKNOWN TERRAIN

The terrain of the outside world is messy. Not only can it be uneven or rocky, 
it can be soft like soil, sand, or snow. This means that vision alone cannot always 
reveal all the necessary properties of oncoming terrain to inform control. Real-
world environments call for robots that are robust to unknown terrain. Figure 1 

1  Reported by PI Andy Ruina (http://ruina.tam.cornell.edu/research/topics/locomotion_and_robotics/
ranger/Ranger2011/).
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FIGURE 1  The Atlas humanoid from 
Boston Dynamics (www.bostondynamics.
com) demonstrates remarkable robustness 
to challenging terrain.

FIGURE 2  The DURUS humanoid from 
SRI International is an example of built-in 
flexbility (compliance).

shows the Atlas humanoid from Boston Dynamics walking over a snow bank, an 
effective example of terrain robustness.

This need for terrain robustness led researchers to develop force control 
techniques for locomotion: if a user controls a robot leg to produce a specified 
force, it has a vastly different behavior in response to disturbances than if its 
position is controlled. If a force-controlled leg steps in a soft patch of earth, the 
force controller automatically pushes the leg harder into the ground to hold up 
its weight, instead of stumbling from the unexpected terrain. This allows legged 
robots to travel on all kinds of terrain without falling, including the Cassie biped 
(Agility Robotics) and the MIT Cheetah, both of which can walk up slopes and 
stairs that they can’t even “see.” 

In the context of manufacturing, force control is a useful mode for sensitive 
manipulation using robotic arms. A force-controlled end effector can grip and 
move an object of unknown geometry or softness, thereby decreasing sensitivity 
to unknowns in manufacturing. 
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SELF-STABLE AND EMERGENT CONTROL BEHAVIORS

Roboticists have given a lot of thought to a key question about effective 
control: What quantities need to be controlled—the position of a robot’s legs, 
the orientation of its torso, the forces at its feet? All of these options have been 
useful in different applications of the field of legged robotics. The right choice 
of control target can lead to self-stable and emergent behaviors that are far more 
capable than their programming was predicted to accomplish. 

The bipedal robot ATRIAS (figure 3) was programmed with a self-stabilizing 
walking controller that systematically cycles its feet and controls its forward 
speed without needing elaborate computation to maintain balance. Further, when 
commanded to speed up using this relatively simple controller, the robot did 
something unexpected—it started running without being explicitly commanded to 
do so (Hubicki et al. 2018). Imagine how this emergent behavior might manifest 
in an automated factory: In a task where one robotic arm must transfer a part to 
another robotic arm, if commanded to transfer faster, it might toss the part to the 
other. With emergent control behavior, a factory can be inherently more clever 
and effective than initially imagined by its engineers.

TASK-FLEXIBLE CONTROL ALGORITHMS

The locomotive robotics field has pushed for not only more stable, faster, and 
more efficient locomotion but also a variety of walking and running behaviors. 
How does a robot jump over an obstacle, run around a corner, or walk with a 
fragile object? Preprogramming each task with its own human-derived control-
ler quickly becomes impractical. Consequently, achieving a task-flexible control 
framework has become a critical push for practical viability.

The push for task flexibility has led to a proliferation of real-time optimization 
methods to generate stable controllers on the fly for a given task. One method is 
model-predictive control (MPC), where easy-to-compute optimizations are solved 
extremely quickly and the solutions form a plan for the controller to complete its 
task in a specified timeframe. The key benefit of MPC is the ability to appropri-
ately react to disturbances, which are myriad out in the field. If an obstacle appears 
or the goal suddenly changes, fast optimization enables responsive replanning.

This task flexibility made MPC and similar optimization-based methods 
popular approaches for the vaunted DARPA Robotics Challenge in 2015. Teams 
at this challenge were tasked with building a robot that would respond to a 
simulated industrial disaster. They needed to control a robot to drive a car to the 
site, exit the vehicle, open a building door, walk over rubble, climb a staircase, 
shut off a valve, and drill a hole in a wall—all with minimal human supervision 
on site. The teams succeeded in formulating optimizations that could handle the 
complexity of robots with dozens of degrees of freedom, solved hundreds of 
times per second. 
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FIGURE 3  The ATRIAS biped demon-
strates that stable dynamic behaviors (like 
running) can emerge that are not explicitly 
preprogrammed.

FIGURE 4  The Digit robot from Agility
Robotics (www.agilityrobotics.com) is 
capable of a variety of dynamic maneu-
vers including expeditiously conveying 
packages.

The emergence of these planning algorithms enabled the next generation of 
versatile legged robots, including prototypes for package delivery with Agility 
Robotics’ Digit robot (figure 4). Future manufacturing may need such real-time 
task flexibility as well: If a robot performing one specialized task malfunctions, 
another robot not designed explicitly for the role could be adapted to replace it.

CONCLUSION

Legged robots have had to make a number of advances in order to move out 
in the real world. Many of these approaches have straightforward extensions to 
the needs of improved manufacturing. At the same time, legged robots would 
benefit from the reliability of modern manufacturing processes. And there are 
lessons that human legs can take from factory robots, too. Ideally, manufacturing 
assembly lines of the future will be as robust and adaptable as human walking, 
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and conversely, the reliability of walking robots will be measured in “sigmas,” 
like manufactured products.
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The digital twin concept involves simulating the future performance of a spe-
cific product or system based on current knowledge about the system and how it 
is operated. Key aspects of the concept include near- and long-term performance 
predictions individualized to both the particular product/system (e.g., by serial 
number) and its use; delivery of results in an intuitive, interactive, and affordable 
manner in a timeframe suitable for use; and timely and automated updating of 
results.

While the original concept focused on the health management of engineered 
systems with stringent reliability and safety requirements (e.g., airplanes), the 
scope of digital twin applications is rapidly expanding across the entire product/
system lifecycle. Advanced computing, information system, network, and device 
technologies are being joined with advanced analytical methods to unlock new 
digital twin applications that bring value to enterprises, communities, and indi-
viduals across a broad spectrum of uses—in transportation and logistics, mining 
and construction, manufacturing and production, power generation and distribu-
tion, communication and computing networks, and medicine.

MOTIVATING FACTORS AND SIGNIFICANCE

An early motivation for the digital twin concept was the structural health 
management of military aircraft, which led to investment in Airframe Digital Twin 
(ADT) technologies by the Air Force Research Laboratory (AFRL) beginning in 
about 2009 (Tuegel et al. 2011). At the time, the US Air Force’s desire to reduce 
the impact of maintenance on aircraft availability and operating costs inspired 
AFRL engineers to devise new concepts for predicting structural maintenance 

The Digital Twin Concept
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needs. These engineers sought to develop methods to increase the fidelity and 
timeliness of the analyses used to decide when to perform such maintenance 
(Tuegel and Babish 2014).

Newer applications have a similar motivation: delivering and sustaining the 
predictable, safe, reliable, and affordable operational capability of engineered prod-
ucts and systems to achieve the outcome desired or required by the end user. Recent 
advances—in high-performance computing capability; modeling, simulation, 
and analysis methods; data analytics and information technology; metrology and 
sensor technology; the internet of things/industrial internet of things (IoT/IIoT); 
and mobile and cloud computing—support the integration of these capabilities in 
a digital twin simulation framework for a variety of applications across the product 
lifecycle, including design, development, testing, and manufacturing, in addition 
to the original applications in system sustainment.

Several aspects of US Air Force aviation led the AFRL engineers to use the 
term “digital twin” for their new concept. The facts that every flight of each Air 
Force airplane is unique and that the types of missions for which the aircraft are 
used change periodically led to the idea of using flight simulation to predict air-
plane performance over time.

While the use of flight simulators is not new, the idea of using flight simula-
tion to predict the engineering performance of an individual aircraft over time is 
novel. Because the physical configuration of different aircraft of the same make 
and model is unique and changes periodically,1 tail-number-specific configuration 
data are used for the flight simulations.

A digital twin simulates the performance of its physical twin using current, 
periodically updated knowledge about the state and use of its physical twin. This 
is in contrast to typical engineering-level analyses that use a nominal physical 
configuration with average or worst-case initial conditions and boundary condi-
tions and are updated only when major changes in configuration or usage occur.

The significance of the digital twin concept is derived from its key elements:

•	 Digital twins are designed to provide timely and actionable information 
about an asset to a decision maker.

•	 The output is tailored for the asset operator(s), based on both the known 
physical characteristics of the assets and the details of past, current, and 
planned use.

•	 The output of digital twin simulations is updated based on new infor-
mation about the physical characteristics of the system and/or its past, 
current, and future use.

1  Configuration changes are due to (i) repairs associated with wear and other damage that can occur 
during manufacturing, operation, and maintenance; (ii) design updates to address newly identified 
performance deficiencies; (iii) design updates to add new capability to the aircraft; and (iv) the instal-
lation of missionized equipment (e.g., weapons, external fuel tanks, sensor pods).
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AN EXAMPLE: AFRL’S AIRFRAME DIGITAL TWIN PROGRAM

For AFRL’s ADT program, the decision maker is the airframe structures engi-
neer and the decision is when to require safety- and maintenance-critical structural 
inspections for each aircraft in the fleet. Because the engineer is not the owner 
or operator of the fleet, the decision of when to require inspections must include 
operational considerations such as an adequate planning horizon and minimized 
downtime and cost.

Better Maintenance and Planning

No operator wants an engineer to call for maintenance on short notice, par-
ticularly if that maintenance takes the aircraft out of service and/or is expensive. 
The operator typically wants to defer or eliminate maintenance actions as much 
as possible! ADT aims to provide information about operational and economic 
risks as a function of flight hours and/or calendar time for each aircraft to help 
the engineer justify inspection requirements to the operator. Furthermore, ADT 
enables the engineer to provide these requirements to the operator early enough 
for the inspections to be incorporated in the operator’s plans.

Because of the pressure to reduce maintenance requirements without com-
promising safety, engineers are always looking for ways to improve their ability 
to forecast system degradation. In the case of airframe structures, the primary 
degradation mechanism is fatigue cracking of metallic parts. Such cracking is very 
difficult to predict because it is driven by factors that are challenging or impossible 
to know a priori. Current engineering methods for forecasting fatigue cracking 
employ various safety factors that are uniformly applied to an entire fleet for the 
duration of its service life.

ADT aims to reduce or eliminate the use of uniform, fleetwide safety factors 
in favor of aircraft-specific probabilistic analyses. Individualized analyses can 
reduce some uncertainties in the factors of safety, making the analysis results more 
precise and reducing the likelihood of over- or underinspecting. ADT analyses of 
the physical characteristics of a given plane will account for differences induced 
by manufacturing, assembly, operation, and maintenance that influence fatigue 
cracking behavior based on data gathered throughout its life (figure 1).

Analysis Based on Actual Use

The other way ADT aims to refine analyses is by accounting for how an 
individual operator uses its aircraft. An operator at a training site flies differ-
ently than an operator at a forward operating site, and ADT accounts for such 
systematic differences to reduce analysis uncertainty. Hence, to forecast fatigue 
cracking, one must first forecast operations. For ADT, these forecasts are in 
the form of simulated future flights based on synthesized data from previous 
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use and assumptions about how the operator intends to fly its aircraft (Asher 
et al. 2017).

Finally, ADT aims to automatically update when the aircraft configuration is 
changed and when new flight or maintenance records become available. In this 
manner, ADT further reduces uncertainty, providing additional opportunity to 
tailor maintenance requirements.

Proof of Concept

While simulating the engineering performance of a physical aircraft and 
updating it over its lifetime is a simple concept, in practice it involves the syn-
chronization of numerous models, analyses, and data elements. The time and 
cost of developing and validating a digital twin are not trivial, so proving that the 
concept is viable and can benefit both engineers and operators is a necessary early 
step. However, given the time scale of fatigue cracking in operations—typically 
thousands of flight hours—proving the concept using operational aircraft would 
simply take too long.

AFRL engineers therefore focused on developing a laboratory-based method 
for proof of concept. This effort resulted in a one-of-a-kind full-scale structural 
experiment in which the external aerodynamic loads from individual flights are 
applied to full-scale aircraft wings in a laboratory environment at the rate of 200 
simulated flights per workweek. This experiment is currently running in AFRL’s 
Structures Validation Facility at Wright-Patterson Air Force Base.

EXCITING FRONTIERS

Since the early days of AFRL’s ADT program, the digital twin concept has 
become increasingly common and enabling technology has advanced. One excit-
ing recent example comes from the US Food and Drug Administration’s Office of 
Science and Engineering Laboratories (FDA 2019), which solicited information 
on “the capability to perform whole human heart computations with a medically 
implanted device” and “to create ‘virtual patients’ and a ‘virtual population’ such 
that the FDA can conduct an in silico clinical trial with data that can be used to 
support a proposal for a real clinical trial.” While this project doesn’t use the term 
digital twin, many similarities exist, including decision support, tailoring for the 
individual, uncertainty quantification, and statistical model updating.

CURRENT LIMITATIONS AND CHALLENGES

Digital twin simulations have many potential applications, but significant 
technical, economic, and social limitations and challenges remain, including the 
need to
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•	 determine what information to present to the decision maker and how 
often to update it

•	 determine the proper level of fidelity for the simulations
•	 develop methods to reduce the order of the underlying models to reduce 

computation time
•	 decide how much to tailor simulations to the individual asset/operator
•	 develop affordable, reliable means of collecting state and usage data
•	 develop computationally efficient methods of updating probabilistic 

simulations
•	 develop methods to validate probabilistic simulations
•	 develop methods to synthesize usage and state data
•	 protect personal privacy and intellectual property
•	 secure data and models
•	 address liability for operational failures.

SUMMARY

The concept of simulating engineering performance of physical assets and 
updating the simulations with state and usage data over time is a powerful idea 
that is becoming increasingly feasible as enabling technologies mature. Though 
challenges remain, engineers are envisioning new applications and finding ways 
to bring them to fruition.
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Genome engineering is an ever-growing part of the news cycle as under-
standing and capabilities in DNA sequencing, synthesis, and modification con-
tinue to advance. However, as the use of genome engineering tools—including 
zinc fingers (ZFNs), transcription activator-like effector nucleases (TALENs), 
and clustered regularly interspaced short palindromic repeats-associated pro-
tein 9 (CRISPR/Cas9)—continues to grow in research and clinical settings, 
genome cleavage specificity and alternative methods to precisely control gene 
expression become increasingly important. If specificity and other challenges 
can be addressed, genome engineering has the potential to alter any DNA or 
RNA sequence, whether in a bacterium, plant, animal, or human being, and 
could result in an almost limitless range of possible applications in living things. 
Development of programmable nucleases could eventually enable the broad 
application of these or other programmable nucleases to treat human genetic 
diseases, develop new industrial biotechnological products, improve crop and 
livestock productivity, and address conservation and invasive species challenges.

The first speaker, Krishanu Saha (University of Wisconsin), introduced 
genome engineering and the rise of CRISPR-Cas9, and explained the wide-
ranging application areas available through this technology, including research 
and human therapeutics. Subsequent speakers provided specific applications 
of this technology across species and industries. Omar Akbari (University of 
California, San Diego) discussed the impact of genome engineering on eco­
systems, through the example of mosquito transmission of human diseases, 
including a discussion of ethical, legal, and social implications considered by 
researchers in the field. Patrick Boyle of Ginkgo Bioworks described industrial 
scale-up and wide-ranging applications for manufacturing molecules through 
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iterative design and development. Finally, Samantha Maragh (National Institute 
of Standards and Technology) illuminated the need for standards and data sharing 
for this rapidly evolving field, and showcased the unique perspective and contribu-
tions of NIST to help advance the field.
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Editing the genetic code of living organisms with word-processing-like 
capabilities has been a goal of life scientists and engineers for decades. For bio-
medical applications, changing as little as a single base in the 3 billion bases of 
the human genome might cure disorders such as muscular dystrophy and cystic 
fibrosis. New genome editing tools are now capable of “one in a billion” specific-
ity, leading to the prospect of new classes of gene and cell therapies. To illustrate 
both the excitement and the risks, I begin with a cautionary tale that made global 
headlines, before describing opportunities and challenges in efforts to develop 
genome editors for biomedical applications.

A CAUTIONARY TALE

In November 2018 Chinese biophysics researcher He Jiankui surprised 
the world by announcing the birth of two genome-edited babies, the so-called 
“CRISPR1 twins” (Cyranoski 2019). It was a momentous step: the intentional alter-
ation of the human germline to produce changes transferred to the next generation. 

But the editing outcomes were not as Dr. He expected (Ryder 2018). The 
Chinese team had injected CRISPR-associated protein 9 (Cas9) genome editing 
RNA and proteins into human embryos to modify the CCR5 gene, which encodes 
a receptor on the surface of immune cells for human immunodeficiency virus 
(HIV). CRISPR-Cas9 is a nuclease that can cut DNA, and the location of the cut 
can be programmed by the sequence of a single guide RNA (sgRNA). 

1  CRISPR (clustered regularly interspaced short palindromic repeats) is a family of DNA sequences 
in the genomes of prokaryotic organisms such as bacteria.

Genome Editing with  
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The sgRNAs used by Dr. He targeted two locations in the CCR5 gene to 
delete 32 amino acids of the translated CCR5 protein. The deletion of the CCR5 
gene was meant to destroy the ability of HIV to infect T cells and thus make the 
treated embryos resistant to HIV. But genomic analysis of the CRISPR twins 
indicated that the intended mutation was not achieved; instead, different insertions 
and deletions of DNA bases (termed indels) were generated in the CCR5 gene. 
These insertions and deletions are anticipated to make the twins more susceptible 
to influenza, with unknown effects on their susceptibility to HIV. 

While there are many lessons to be learned from this experiment (Barrangou 
2019; Jasanoff et al. 2019), it is a cautionary tale about using genome editing 
tools with poor precision. Critiques of the approach indicate suboptimal use of 
both Cas9 nucleases (there are protein-engineered, higher-fidelity variants) and 
sgRNAs (other target sequences could have been used) as well as questionable 
timing of the intervention (the proteins and RNA could have been introduced at 
a different stage of embryonic development). 

The challenges of getting all the parameters right are daunting, and many 
people, including leaders in the scientific community (Lander et al. 2019), argue 
that human embryo editing should not even proceed. There is intense activity, 
however, to attempt to tackle the challenges of editing the human genome after 
birth, so-called “somatic genome editing,” to mitigate certain diseases. I briefly 
describe efforts to overcome four types of challenges through improved precision 
and accuracy in genome editing (figure 1). 

CHALLENGE 1: ON-TARGET NUCLEASE ACTIVITY

The most common interpretation of “precision” in genome editing is the abil-
ity to edit the genome at the intended target site while limiting edits elsewhere in 
the genome, commonly called “off-target effects.” 

For the CRISPR-Cas9 genome editing systems, Cas9 has been observed to 
create excessive undesirable mutations (Cradick et al. 2013; Duan et al. 2014; 
Pattanayak et al. 2013). New methods have therefore been developed to control-
lably introduce genome editing components, such as ribonucleoproteins (RNPs), 
and to regulate when and where Cas9 is expressed (Chen et al. 2016; Davis et al. 
2015; Hemphill et al. 2015). For example, modified Cas9 nucleases can be selec-
tively activated with small molecules to decrease the gene editing time window 
(Davis et al. 2015).

Several groups have engineered nickase Cas9 proteins with only one active 
nuclease domain. A single nickase cannot create a full DNA double-strand break, 
but when two nickases are paired, the break can be repaired via nonhomologous 
end joining (NHEJ) in mammalian cells (Ran et al. 2013). While this method 
lowers off-target effects, the efficiency of the genome editing is greatly decreased 
as two nickases and two sgRNAs need to be delivered to the nucleus to perform 
simultaneous cuts. 
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FIGURE 1  Four ways to achieve precision and accuracy for genome editing therapeu-
tics: (1) Binding of genome editing machinery to the intended target genomic locus. The 
protoadjacent motif in the host genome used by Cas proteins for target recognition are 
shaded in blue; the DNA sequence in the host genome bound by the genome editor is in 
green at the intended (on-target) locus and in red at the unintended (off-target) locus. (2) 
Incorporation of the correct sequence in the edited locus after DNA double-strand break 
formation or after base editing (not shown). Indels = insertions or deletions of DNA. 
(3) Precise regulation of integrated transgenes by endogenous promoters and distal ele-
ments in comparison to random integration. mRNA = messenger RNA, which represents 
the expression level of the inserted transgene; perturbed expression levels in cells after 
genome editing can lead to poor efficacy or adverse events. (4) Delivery to specific cell 
types by engineered nanomaterials or viral capsids. Reprinted from Mueller et al. (2018) 
with permission from Elsevier.

Rational protein engineering approaches to modify the nuclease have also 
generated high-fidelity variants of Cas9: eSpCas9 (Slaymaker et al. 2016), Cas9-
HF1 (Kleinstiver et al. 2016), and xCas9 (Hu et al. 2018). Cas9 variants decrease 
the binding time of the sgRNA to the target sites in the genome, resulting in a 
decrease in off-target binding and cutting. These high-fidelity Cas9 variants may 
represent a quick path to clinical relevance as they can greatly reduce off-target 
events. 
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CHALLENGE 2:  
“SCARLESS” INCORPORATION OF NEW SEQUENCES

While the intended on-target gene can be modified using a targeted DNA 
break, attempting to insert specific bases (i.e., to “write in” sequences) into the 
genomic target site adds a layer of complexity. 

DNA repair pathways in the cell dictate whether new nucleic acids can be 
inserted, and a major pathway used is the homology-directed repair (HDR) path-
way. HDR can generate perfect incorporation of the desired sequence without 
modifying any other bases in the genome and so is called “scarless editing.” 
Researchers have attempted to modify DNA repair pathways (Chu et al. 2015; Yu 
et al. 2015) to increase both the efficiency of HDR and the ratio of precise edits to 
imprecise mutations. These methods are most applicable for in vitro cell culture 
applications where potential toxicity is less limiting. 

For short insertions, single-stranded oligodeoxynucleotide (ssODN) tem-
plates hold significant promise for treating disease because of their ease of 
synthesis. However, sequence changes encoded by the ssODN are infrequently 
incorporated after editing (<10 percent), and desired edits are typically out­
numbered by other sequence outcomes (presumably from NHEJ). Strategies to 
link the ssODN to Cas9 help increase HDR (Carlson-Stevermer et al. 2017; Lee 
et al. 2017). Other methods avoid the use of HDR and leverage other DNA repair 
pathways (Suzuki et al. 2016).

Base editors are particularly attractive for clinical translation as they avoid 
DNA double-strand breaks entirely. They employ a catalytically dead version of 
Cas9 fused to a DNA deaminase to modify base pairs proximal to the sgRNA 
target, deaminating cytidine bases to form uridine. The modified bases are recog-
nized by the cell as mismatched and corrected to thymidine (Komor et al. 2016). 
Current work in this area mostly focuses on cytosine (C) > thymine (T) (or analo-
gous guanine (G) > adenine (A)) base conversions, although future versions will 
aim to allow modifications of any single base (Gaudelli et al. 2017). Additionally, 
a new strategy, called prime editing, also avoids DNA double-strand breaks and 
has been demonstrated in vitro with mammalian cells for scarless incorporation 
of new sequences (Anzalone et al. 2019).

CHALLENGE 3: PRECISE TRANSCRIPTIONAL CONTROL

Even if challenges 1 and 2 are met with perfect accuracy and precision, 
expression of edited genes to generate RNA transcripts can vary over time as 
well as across cell differentiation and behavior patterns. Misregulation of the 
edited transcript can compromise therapeutic efficacy or lead to adverse events. 
Therefore, it is critical to consider strategies to maximize transcriptional control, 
especially when inserting new bases. 
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A striking discovery about the necessity of precise transgene expression 
recently emerged in the field of chimeric antigen receptor (CAR) T cell therapy. 
In the CAR T paradigm, a synthetic CAR transgene targeting a cancer-enriched 
antigen is inserted ex vivo into a patient’s T cells, which are then expanded and 
reinfused, thereby engineering the immune system to recognize and target cells 
bearing the antigen (Piscopo et al. 2018). CRISPR-Cas9 was recently used to 
generate CAR T cells featuring a transgene at the T cell receptor alpha (TRAC) 
locus, which ensured that CAR expression was regulated by the endogenous 
TRAC promoter (Eyquem et al. 2017). These CAR T cells demonstrated promis-
ing results in a leukemic mouse model and also displayed fewer biomarkers of 
dysfunctional CAR T cells, suggesting that precise transgene control may yield 
a more potent cell product. 

CHALLENGE 4:  
PRECISE EDITING IN SPECIFIC CELLS AND TISSUES

Precise delivery of editing components to the right cells and tissues remains 
a challenge as many delivery agents suffer from low efficiency, high toxicity, and 
immunogenicity, but viral and nonviral delivery agents have been engineered to 
achieve cell and tissue specificity. 

Viral constructs can be engineered to harbor cell- and tissue-specific promoters 
that drive expression of the gene editing system (Ran et al. 2015; Swiech et al. 2014) 
so that editing machinery is not expressed in nondesired cell types. And several 
nonviral designs have demonstrated high gene editing efficiencies when used with 
RNPs, ranging from 30 to 40 percent in cell lines, and up to 90 percent delivery 
efficiency (Chen et al. 2019; Mout et al. 2017; Sun et al. 2015; Zuris et al. 2015). 

Custom biomaterials can also be engineered to direct genetic payloads to 
specific tissue types to allow gene editing in situ, thereby bypassing many of the 
biomanufacturing challenges associated with ex vivo cell therapy. Researchers 
recently developed DNA nanocarriers with the capacity to deliver CAR trans-
genes to T cells in a leukemic mouse model by coupling anti-CD3 ligands to 
polyglutamic acid (Smith et al. 2017). These nanocarriers demonstrated specificity 
to circulating T cells over other blood cell types shortly after delivery, causing 
tumor regression.

OUTLOOK

It is likely that strategies to meet these four challenges will be complemen-
tary, ultimately enabling more precise genomic surgery in patients’ cells. For in 
vitro applications, drug discovery will probably be accelerated by enhanced tools 
for disease modeling, target validation, and toxicological studies. For ex vivo uses, 
precision-engineered cell and tissue therapies may incorporate more functionality 
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from synthetic circuits (Weinberg et al. 2017). Finally, for in vivo somatic gene 
editing applications, injectable viral and nanoparticle strategies could specifically 
edit stem cells to regenerate tissues and correct disease-causing mutations. 

Successful strategies to overcome the challenges described above may pave 
the way for a new wave of transformative therapeutics. 
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The annual incidence of vector-borne disease exceeds 1 billion globally—
roughly half of the world’s population is at risk of infection.1 Mosquito-borne 
diseases account for the majority of cases (WHO 2014), but there are no vaccines 
for most of them, so prevention, mainly through inefficient vector control of lim-
ited effectiveness, is the primary method to reduce disease burden. Furthermore, 
treatments for most mosquito-borne pathogens are also limited, and those that are 
effective are under threat from increasing pathogen drug resistance. 

The severity of the problem is best exemplified by the repeated development 
of antimalarial resistance in Southeast Asia. In the 1990s parasite resistance to 
first- and second-line malaria drugs necessitated the development of combina-
tion therapies for treatment (Nosten et al. 1987, 1994). However, high resistance 
to these combination drugs and their later derivatives resulted in an increase in 
malaria-related deaths in this region (Dondorp et al. 2009; Ménard et al. 2016; 
Phyo et al. 2016). Therefore, in most cases, vector control is the best approach 
for reducing the burden of vector-borne diseases.

VECTOR CONTROL TOOLS

Chemical insecticides have historically been an important tool for mosquito 
control, but they have limitations, most notably their limited efficacy due to 
increasing vector insecticide resistance and their limited species specificity and 
duration. While insecticide-driven approaches have been successful in some dis-

1  World Health Organization, “Vector-borne diseases,” October 31, 2017 (https://www.who.int/en/
news-room/fact-sheets/detail/vector-borne-diseases). 
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ease prevention programs (Pluess et al. 2010), for a myriad of reasons they have 
mixed results overall (Esu et al. 2010; George et al. 2015; Maciel-de-Freitas et 
al. 2014). Even in areas where sustained vector control has been achieved in the 
past, insecticide resistance has greatly reduced or eliminated the impact of vector 
control on disease transmission (Hemingway et al. 2002; Liu 2015; Maciel-de-
Freitas et al. 2014). 

Given the widespread use of insecticides and limited number of insecticide 
families available for vector control programs, insecticide resistance will continue 
to be a barrier to insecticide-based vector control. New control techniques are 
therefore being evaluated to complement vector control programs. 

STERILE INSECT TECHNIQUE FOR INSECT CONTROL

Sterile insect technique (SIT) is the gold standard for genetics-based insect 
population control. In classic SIT, insects are treated with ionizing radiation 
to induce male sterility and then released in high frequency to mate with wild 
females, resulting in nonviable progeny. Over time, repeated mass releases of 
sterile males suppress and can even eliminate target populations. This approach 
was used to eradicate the screwworm fly (Cochliomyia hominivorax; Krafsur et 
al. 1986), the Mexican fruit fly (Anastrepha ludens), and the Mediterranean fruit 
fly (Ceratitis capitata) from regions of North America (Hendrichs et al. 2002). 

But in mosquitoes irradiation-based SIT causes high male mortality and 
exceedingly high fitness costs. For example, field studies show that the release of 
irradiated, sterile male Aedes albopictus led to very limited population reduction 
(Bellini et al. 2013) likely for these reasons. 

So although irradiation-based SIT presents an environmentally friendly 
method of local population suppression, it is not feasible or scalable in its current 
form for large-scale control of mosquito populations. 

NOVEL VECTOR CONTROL METHODS

In recent years innovative genetic vector control methods, such as the release 
of insects carrying a dominant lethal (RIDL) (Thomas et al. 2000), have demon-
strated large reductions in wild vector populations (Carvalho et al. 2015; Harris et 
al. 2012). Other novel disease or vector control methods, such as Dengue and Zika 
virus transmission-blocking Wolbachia-infected Aedes aegypti and the Wolbachia 
incompatible insect technique (IIT), respectively, are being evaluated in the field 
(Schmidt et al. 2017). While effective, these methods require large numbers of 
mosquitoes to be raised, manually sexed, and released as adults in the field near 
target sites. 

Building mosquito mass rearing factories in local disease endemic areas is 
costly and labor intensive and current procedures are error prone (Gilles et al. 
2014; Papathanos et al. 2009). Female release, even in small numbers, is particu-
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larly problematic to the Wolbachia IIT technology as the release will immunize 
the target population to the incompatible Wolbachia strain and ultimately lead 
to the failure of the approach. Some studies even indicate that in some contexts, 
Wolbachia actually enhances pathogen infection (Dodson et al. 2014; Hughes et 
al. 2014) or can have large vector fitness costs, which can be problematic (Joshi 
et al. 2014). 

Additionally, the antibiotic drugs required during rearing of RIDL mosqui-
toes have high male fitness costs (about 5 percent that of wild-type male fitness) 
based on RIDL field trials in the Cayman Islands (Harris et al. 2011) and Brazil 
(Carvalho et al. 2015), due to the loss or alteration of gut microbiome or sym-
biotic bacteria as well as toxicity to mitochondrial cell functions (Chatzispyrou 
et al. 2015; Moullan et al. 2015). Therefore, there is still an urgent need for 
new vector control technologies for the suppression of wild vector populations. 

USING CRISPR 

The advent of CRISPR2 technology has excited the potential to engineer new 
game-changing technologies and innovative systems that can be used to control 
wild populations of mosquitoes. Two developments of particular interest are a 
self-limiting system termed precision-guided sterile insect technique (pgSIT) 
(Kandul et al. 2019) and a homing-based gene drive (HGD) (Champer et al. 2016; 
Esvelt et al. 2014). The unique features of these systems can make them valuable 
in the future to control mosquitoes, as elaborated below. 

pgSIT

The novel CRISPR-based pgSIT mechanistically relies on a dominant genetic 
technology that enables simultaneous sexing and sterilization, facilitating the 
release of eggs into the environment and ensuring that only sterile adult males 
emerge. Importantly, for field applications, the release of eggs will eliminate 
burdens of manually sexing and sterilizing males, reducing the time and effort 
involved and increasing scalability. Moreover, the release of eggs should reduce 
the need to build factories near release sites as eggs could be shipped to release 
locations from a centralized facility and hatched directly in the environment. 

This system was recently systematically engineered in an insect fly model 
system and was shown to be extremely efficient at generating 100 percent sterile 
males that could suppress populations. The system functions by mass producing 
two strains, one expressing the CRISPR-associated protein 9 (Cas9) endonuclease 
and the other expressing two guide RNAs (gRNAs), one targeting a gene impor-
tant for female viability and the other a gene important for male fertility. When 

2  CRISPR (clustered regularly interspaced short palindromic repeats) is a family of DNA sequences 
in the genomes of prokaryotic organisms such as bacteria. 
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the two separate strains are crossed the only surviving progeny are sterile males, 
which can be directly deployed (figure 1A). 

Efforts are underway to transfer this technology to mosquitoes, and in the 
coming years it may be deployed in the field. 

Homing-Based Gene Drives

Replacement of wild insect populations with genetically modified individuals 
unable to transmit disease provides an environmentally friendly, sustainable, and 
self-perpetuating method of disease prevention. However, transgenes that mediate 
disease resistance to treatment (refractoriness) may inadvertently compromise the 
fitness of insects that carry them. Furthermore, wild populations are large, partially 
reproductively isolated, and dispersed over wide areas. 

Population replacement therefore requires a gene drive mechanism to spread 
linked genes that mediate disease refractoriness through wild populations at 
greater than Mendelian frequencies. In an effort to achieve this, CRISPR methods 
have been used to accelerate the development of HGDs in model systems in addi-
tion to mosquitoes and even mammals (Champer et al. 2017, 2018; DiCarlo et al. 
2015; Gantz and Bier 2015; Gantz et al. 2015; Grunwald et al. 2019; Hammond 
et al. 2016, 2018; KaramiNejadRanjbar et al. 2018;  Kyrou et al. 2018; Li et al. 
2019; Windbichler et al. 2011; Yan and Finnigan 2018). 

HGDs function by encoding the Cas9 endonuclease and an independently 
expressed gRNA responsible for mediating DNA base pairing directing Cas9-
mediated cleavage at a predetermined site (Champer et al. 2016; Esvelt et al. 2014; 
Gantz and Bier 2016; Marshall and Akbari 2018). When the HGD is positioned 
in its target site in a heterozygote, double-stranded DNA breakage of the oppo-
site chromosome can cause the drive allele to be used as a template (i.e., donor 
chromosome) for DNA repair mediated by homologous recombination. This can 
result in copying, or “homing,” of the HGD into the broken (receiver) chromo-
some, thereby converting heterozygotes to homozygotes in the germline, which 
can bias Mendelian inheritance ratios and lead to an increase in HGD frequency 
in a population (figure 1B,C). 

Given recent progress toward developing HGDs in pest species such as 
mosquitoes (Gantz et al. 2015; Hammond et al. 2016, 2018; Kyrou et al. 2018; 
Li et al. 2019), there is significant enthusiasm for their potential use to control 
wild populations. For example, release of HGDs linked with effector genes that 
inhibit mosquito pathogen transmission (Buchman et al. 2019a,b; Isaacs et al. 
2011; Jupatanakul et al. 2017) may lead to replacement of disease-susceptible 
mosquitoes with disease-resistant counterparts, thereby reducing pathogen trans-
mission (i.e., population modification drive). Alternatively, HGDs targeting genes 
that affect the fitness of female mosquitoes could also lead to gradual population 
declines and potentially even elimination (i.e., population suppression drive) 
(Kyrou et al. 2018; Windbichler et al. 2008, 2011). 
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CONCLUSION

Both genetic SIT systems and modification and suppression drives have the 
potential to transform mosquito population control measures (Burt 2003; Champer 
et al. 2016; Esvelt et al. 2014), and therefore have excited discussions about their 
potential use, regulation, safety, ethics, and governance (Adelman et al. 2017; 
Akbari et al. 2015; NASEM 2016; Oye et al. 2014). Field testing of these systems 
over the next 5 to 10 years will help illuminate the efficacy and safety concerns 
of these systems. 
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Biology is the most powerful known manufacturing “technology.” Proof of 
this is all around: at the continental scale, the Earth’s land surface is defined by 
plant life, much of which has been harnessed with agriculture. At the nanoscale, 
biological systems routinely self-organize with a precision that can’t be matched 
by the most advanced silicon chip fabrication methods. Even nonbiological 
technology like petrochemistry uses building blocks that were once biological: 
petrochemicals, the defining building block of 20th century manufacturing, are 
derived from the decomposition of prehistoric biomass.

BACKGROUND

For more than 4 billion years, biology has been evolving solutions that scien-
tists and engineers are only now beginning to understand and adapt. For example, 

•	 Antibiotics, aspirin, and many other drugs were isolated from nature. 
Today, it is possible to further engineer microbes to produce new drug 
variants. 

•	 Spider silk has been prized for its high strength-to-weight ratio and its 
promise as a next-generation material. Multiple companies are producing 
spider silk via engineered microbes. 

•	 Many petrochemicals can now be produced from sustainable carbon 
sources via engineered microbes. 

•	 Traditional petrochemical products are being enhanced with biological 
components. For example, modern laundry detergent contains enzymes 

Microbes and Manufacturing: 
Moore’s Law Meets Biology

Patrick Boyle
Ginkgo Bioworks
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(again from engineered microbes) that function in cold water and save 
heating energy. 

All of these applications are advantaged by the fact that biological systems 
self-assemble, self-repair, and self-replicate. In effect, a microbrewery can serve 
as a common manufacturing platform for any number of products, simply by 
engineering the microbe grown in the fermenter.

These advances are possible because the tools are finally available to read 
(sequence) and write (synthesize) DNA. Both of these technologies have been 
improving at a rate faster than Moore’s law for nearly 20 years. This exponential 
improvement in the ability to program DNA is driving a technological revolution 
that rivals the computer revolution of the 20th century—and is impacting manu-
facturing at a scale not seen since the industrial revolution of the 19th century.

HISTORY OF SYNTHETIC BIOLOGY

Manufacturing with biology far predates the ability to genetically engineer 
biology. The domestication and breeding of plants and animals for food, cloth-
ing, and other materials is synonymous with the emergence of civilization, as 
these biotechnologies allowed humans to settle in towns and cities with access to 
cultivated bio-based products.

The earliest domestication efforts were considerable engineering feats in their 
own right: modern corn bears little resemblance to the teosinte grass that served 
as the starting point for domestication (Doebley et al. 2006). Similarly, many 
distinct vegetables such as mustard, broccoli, cauliflower, and even kohlrabi are 
human-crafted variants of common ancestor species (Dixon 2017). Dogs, cattle, 
and other animals were similarly differentiated from their wild ancestors via selec-
tive breeding over thousands of years. 

In the 20th century, the advent of genetic tools and the ability to read and 
write DNA allowed biologists to consider directly engineering biological organ-
isms for the first time. Many of the early examples of genetic engineering have 
been extraordinarily successful: human insulin produced in microbes, developed 
by Genentech in the 1980s, allowed a transition away from the use of animal 
insulins isolated from pig and cow pancreases (Fraser 2016). In agriculture, 
genetically modified crops entered use in the United States in the 1990s, and 
today more than 90 percent of US-grown soybean, cotton, and corn is genetically 
modified (USDA 2019).

Simply put, biology appeared to be the only technology capable of coordinat-
ing atoms with nanometer precision into complex three-dimensional structures. 
For example, bacterial flagella (tail-like features that propel many bacteria) are 
self-assembling rotary motors, with a diameter of approximately 25 nm, that rotate 
at greater than 100 Hz. A typical Escherichia coli cell is about 1 µm in length and 
has several flagella (van den Heuvel and Dekker 2007). 
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It is hard to imagine how to design machines at the nanometer scale of com-
parable complexity without biology. Inspired by this, in the mid-1990s a group of 
electrical engineers, computer scientists, and biologists began to meet regularly 
to discuss the application of engineering principles to biology. DARPA worked 
with this group to convene an Information Science and Technology (ISAT) study 
in 1996 on “cellular computing” that laid the groundwork for the field: seeking to 
develop methods to understand and program DNA for the purposes of engineering 
biological organisms to produce new products (Knight and Matsudaira 2016). 

Synthetic biology combines efforts from many fields: computer science and 
electrical engineering abstractions to describe cellular circuitry, metabolic engi-
neering to engineer the metabolic pathways of cells, genetics to understand the 
control elements of gene expression, and systems biology to measure and simulate 
cellular systems, among others. Many of the principles developed in the 1996 
ISAT study remain relevant to understanding the approaches and applications of 
synthetic biology today. In particular, a technology development roadmap from 
that study predicted the development of progressively better tools and modeling 
capabilities that underlie much of today’s rapidly developing synthetic biology 
“stack” (figures 1 and 2; Canine 2018).

DARPAStrategy
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Cells

Easily
Programmable

Cells

CAD Tools,

Molecular
    Biological Tools,

Instrumentation,

Infrastructure

Biology

Computer
Science

Technology Development

Novel
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FIGURE 1  Notional strategy for learning how to program biological systems, developed 
via the 1996 DARPA Information Science and Technology (ISAT) study. CAD = computer-
aided design; FSM = finite-state machine. Reprinted from Knight and Matsudaira (2016); 
image shared under Creative Commons license CC BY-NC-ND 3.0 US.
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FIGURE 2  Overview of the synthetic biology technology stack. The left-hand column 
denotes tiers of services, from most application independent at the bottom to purely 
application focused at the top. Each layer generally draws on resources and services from 
the layer below it. Companies primarily developing platform technologies in each layer 
are shown on the right. CAD = computer-aided design; CAM = computer-aided manu-
facturing. Figure by Will Canine (Opentrons), reused with permission from SynBioBeta 
(Canine 2018).

DESIGN PRINCIPLES FOR SYNTHETIC BIOLOGY

Two founding design principles of synthetic biology remain especially rel-
evant: the concept of reusable parts and the engineering design cycle.

Synthetic biologists seek to identify and take advantage of modular subunits 
of biology as reusable parts, to allow the design of more complex systems. For 
example, genetic control switches such as promoters (the DNA elements that 
control transcription of a gene into messenger RNA), ribosome binding sites 
(RNA elements that control the translation of messenger RNA into protein), and 
other genetic parts have been repurposed to construct oscillators, logic gates, 
and memory circuits in cells (Boyle and Silver 2009). 

The engineering design cycle breaks down the process of engineering into 
three stages: design, build, and test (DBT). 
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Design

In contrast to other engineering disciplines, synthetic biologists engineer 
organisms shaped by evolution, not design. As such, the DBT process in biology 
requires many more iteration loops than is typical for more mature fields such as 
mechanical engineering (Petzold et al. 2015). Many successes in synthetic biology 
follow hundreds or even thousands of failed designs, and often function in only a 
narrow range of conditions, such as a tightly controlled fermentation tank. These 
challenges have led to a worldwide effort to develop better “foundries,” facilities 
that leverage automation to enable rapid prototyping of biological designs, often 
by conducting many experiments in parallel (Hillson et al. 2019). But trends in 
DBT technologies have accelerated progress in synthetic biology.

Systems biology, modeling of cellular systems, and data science have enabled 
synthetic biologists to develop better design algorithms. As in many other fields, 
machine and deep learning methods are being applied to large biological datasets 
to refine biological designs (Camacho et al. 2018).

Build

Build technologies in biology have centered around the ability to read and 
write DNA, the core programming substrate for biology. Here improvement 
has been defined by two technologies advancing faster than Moore’s law: DNA 
sequencing and synthesis.

Over the past 20 years, the cost to sequence a human genome has fallen 
more than a millionfold, to less than $1,000 per genome (NIH 2019). This revo-
lution in sequencing technology has led to exponential growth in the number of 
sequenced genomes across the tree of life, yielding novel functional parts for 
synthetic biologists.

Similarly, the cost of DNA synthesis has steadily decreased to today’s price of 
pennies per base pair (Carlson 2017). DNA synthesis is impressively cheap con-
sidering the chemistry involved, but still represents a key bottleneck to progress: 
imagine paying $0.07 per bit when writing a software program.

Test

Finally, test approaches in biology often make use of cheap DNA sequencing 
as readouts, and new high-throughput methods for mass spectrometry are allow-
ing researchers to measure the majority of metabolites and proteins in engineered 
cells (Petzold et al. 2015).
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SECURITY FOR BIOLOGY

Synthetic biology is the only engineering discipline where the engineers are 
made of the same substrate that they are engineering. Since the advent of DNA 
engineering technologies in the 1970s, researchers and the broader community 
have raised concerns about the potential misuse of engineered biology to cause 
harm. As early as 1975, researchers convened to consider the hazards of engi-
neering DNA (Berg et al. 1975). In Cambridge, Massachusetts, public hearings 
were held in 1976 to develop guidelines for using DNA editing technology as a 
research tool (Lindsay 1976). These hearings and resulting regulations (such as 
standard biosafety ratings) have been credited for the emergence of Cambridge 
and Boston as leading biotech hubs, as the regulations allowed universities and 
companies to perform this research in a sanctioned environment.

The rapid progress of biological research has led to continual reassessments 
of biosecurity (NASEM 2017, 2018; NRC 2004). Given the lessons learned in 
other fields of engineering—particularly in computing and constantly evolving 
challenges to cybersecurity—safety and security standards, methods of forensics 
and attribution, and design of biological safety mechanisms must be continu-
ally anticipated and addressed. Some examples of these approaches include the 
biosafety level (BSL) standard, screening protocols to prevent the synthesis of 
known harmful sequences (DHHS 2015), and deep learning research to identify 
engineered DNA in sequencing experiments.1

APPLICATIONS OF ENGINEERED BIOLOGY

Many of the current applications of engineered biology are products of engi-
neered microbes. Microbes have a number of properties that make them useful 
to engineers: they exhibit fast growth rates, have many genetic tools, and can 
produce products at commercial scale via fermentation. Many of the early appli-
cations for synthetic biology sought to engineer microbes to produce sustainable 
drop-in replacements for products typically derived from petrochemicals, such 
as 1,3-propanediol (used in specialty polymers like DuPont’s Sorona product), 
1,4-butanediol (used in compostable plastics), lactic acid (used to produce 
polylactic acid polymers), and farnesene (both a fuel and bio-rubber monomer) 
(Gustavsson and Lee 2016). But the commercial viability of commodity petro-
chemical replacements was challenged by the falling price of oil in the 2000s, 
leading to a pivot to higher-value products.

Today, most companies in the synthetic biology space are focusing on 
products such as fragrances, higher-value materials, and drugs (Schmidt 2017). 
Because fragrances typically command a high price but are produced in low 

1  The Finding Engineering-Linked Indicators (FELIX) program (https://www.iarpa.gov/index.
php/research-programs/felix) is an initiative of the Intelligence Advanced Research Projects Activity 
(IARPA).
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volume, they were a natural starting point for companies seeking to develop and 
commercialize new biomanufactured products.

This focus has parallels with the development of synthetic chemistry as a 
field, which initially focused on the production of high-price low-volume syn-
thetic dyes before expanding to other products (Yeh and Lim 2007). The approach 
to transfer the production of volume-limited high-value products to more scalable 
microbial platforms may be best exemplified by the current competition to pro-
duce cannabinoids via fermentation, with hundreds of millions of dollars invested 
in just the past 2 years (Costa et al. 2019).

Beyond drop-in chemical replacements, many new applications are emerg-
ing that are unique to biology. More energy-efficient laundry detergents are 
effective in cold water in part because they contain enzymes that improve stain 
removal (Reed 2018). And several companies, such as Indigo Ag, Pivot Bio, and 
(Ginkgo-affiliated) Joyn Bio, are developing microbial treatments that enhance 
plant growth or lower the need for conventional fertilizer (Molteni 2018).

Next-generation materials like fermented spider silk may revolutionize 
textiles, with both Bolt Threads in California and Spiber in Japan developing 
clothing made of the product (Feldman 2018). Prized for its high strength-to-
weight ratio, spider silk is also being explored as a product for aerospace use via 
a partnership between the German company AMSilk and Airbus (Hyde 2018). 
Moving the production of silk to microbes means that the proteins that make up 
silk fibers can be rapidly customized to fit new applications.

Similarly, there has been a growing interest in the production of animal pro-
teins in microbes, allowing vegan production of meat and other animal products 
without harm to animals. Products such as the Impossible Burger by Impossible 
Foods in California use microbially produced leghemoglobin protein as a replace-
ment for the hemoglobin proteins that contribute to meat flavor (Wolf 2019). 
Other companies (including Ginkgo spinout Motif Foodworks) are pursuing the 
production of a variety of animal proteins to produce vegan dairy foods and other 
animal-derived products like leather. This approach is also seen as a means to 
provide high-protein diets more sustainably, given the high-energy requirements 
for animal-based meat production (Sheikh 2019).

CONCLUSION

It is impossible to predict which of the many applications of synthetic biol-
ogy will come to define the field as it matures. Unlike all other fields of physical 
engineering, biology is unique in that it depends on a programmable substrate in 
the form of DNA. As such, rapid progress has been made on the basis of expo-
nentially improving tools for reading, writing, and debugging biological systems.

It is too soon to know just where and how synthetic biology will evolve, but 
the stunning diversity of the natural world provides a compelling example of what 
can be achieved with biology.
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A revolution is underway to reengineer the blueprint for life: the genetic code, 
whose sequence determines identity and function for every living organism. The 
genome (expressed in DNA base pairs) is the entire complement of an organism’s 
genetic code and is housed in the basic functional unit of life, the cell. 

Genome engineering involves tools and techniques to target a specific 
sequence in a genome and alter the genetic code (genome editing) or to alter the 
chemical signatures associated with the genetic code (epigenetic engineering). 
The technology operates by biochemical principles generally applicable to every 
kind of cell (Carroll 2014; Kim and Kim 2014). 

WHAT IS GENOME EDITING?

Genome editing aims to generate edited cells that have permanently changed 
genetic codes and are functional (Doudna and Charpentier 2014; Gaj et al. 2016). 
The process typically involves the following: 

1.	 Determine a target location in the genome. 
2.	 Design the editing system to bind to the target location, which may be zinc 

finger nucleases (ZFNs), transcription activator-like effector nucleases 
(TALENs), or clustered regularly interspaced short palindromic repeats 
(CRISPR) with CRISPR-associated proteins (Cas) (Sander and Joung 
2014; Urnov 2018). 

3.	 Formulate and deliver the editing system into live cells, where the system 
finds and binds to the target location in the genome and damages the DNA. 
This DNA damage gets recognized and repaired by the cell either perfectly, 

Empowering Genome Editing  
Through Standards

Samantha Maragh
National Institute of Standards and Technology

http://www.nap.edu/25620


Frontiers of Engineering: Reports on Leading-Edge Engineering from the 2019 Symposium

Copyright National Academy of Sciences. All rights reserved.

56	 FRONTIERS OF ENGINEERING

restoring the original genomic sequence, or imperfectly, as one or more 
bases of sequence are changed, deleted, or inserted (Komor et al. 2017). 
Genome editing is achieved as a result of imperfect DNA break repair. 

4.	 Confirm whether and where the genome sequence was changed, what 
sequence change resulted, and the percentage of the DNA that was 
changed. 

5.	 Determine whether the engineered cells are fit for the intended purpose. 
Most often, genome editing is performed on cells of interest in a con-
trolled laboratory setting (ex vivo editing), which allows the opportunity 
to thoroughly analyze edited cells before using them. For complex organ-
isms like humans and tissues like the heart or nervous system, editing 
systems may need to be delivered directly into the body (in vivo editing), 
in which case the cells edited are already in the organs or tissues, leaving 
no opportunity to assess whether the cells are fit for the intended purpose 
before use (Maeder and Gersbach 2016; Yin et al. 2017a). 

APPLICATIONS OF GENOME EDITING

Genome editing is being pursued globally by government, academic, and pri-
vate sectors to transform medicine and bioscience to enable previously impossible 
advances in areas such as basic biology research, gene therapy, synthetic biology, 
novel antimicrobials and antivirals, biomanufacturing, agriculture, and food pro-
duction (Barrangou and Doudna 2016). In some human diseases, just a handful 
of incorrect letters in the genetic code or as little as a single incorrect letter at a 
specific position (e.g., sickle cell disease) of the approximately 6.6 billion-letter 
human genetic code can cause a serious and/or deadly disease. 

Genome editing ushers in the first era of technology where the medical field 
isn’t limited to solely managing symptoms and treating illness episodes, but where 
the cells of a patient may be edited to “fix” a disease at the genetic code level. The 
biomedical field is daring to think and even speak the word “cure” for diseases 
that once had few or no treatment options (Fellmann et al. 2017; Porteus 2015; 
Salsman et al. 2017). 

The agriculture industry has also begun targeted editing of crop genomes to 
have more favorable traits, higher yield, and better disease resistance (Mao et al. 
2013; Yin et al. 2017b). And there are large efforts in the environmental science 
community to engineer microbes with new abilities to produce biofuels and act 
as biosensors (Ng et al. 2017).

THE EDIT’S IN THE DETAILS:  
CHALLENGES AND OPPORTUNITIES FOR STANDARDS

Concurrent with the global pursuit to leverage existing genome editing 
systems, there is significant technological innovation taking place to expand 
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capabilities for the high-precision targeting of any genomic sequence to make 
any intended change in any cell. But crucial measurement challenges must be 
addressed to facilitate the transfer of these technologies into trusted data and 
products. 

Challenges

An editing process is carried out on many cells at a time—often thousands 
to millions—but there is little technical control over the efficiency of editing and 
which sequence changes result. Each cell is a closed system where the resulting 
edits are independent events. 

Technical Limitations

Because of technical limitations on the ability to measure the sequence of 
individual cells at high throughput, edited sequence confirmation involves a bulk 
measurement sampling of the genomes from a heterogeneously edited cell pool 
that may contain both intended and unintended edits even at the target site. In 
addition, because of biological limitations, particularly for human therapeutics, 
this heterogeneous pool of cells may be the final product. 

It is also technically challenging to accurately parse sequencing data from 
bulk analyses because the number of edits detected can range into the tens or even 
hundreds for a single genomic location. Bioinformatic pipelines to parse these 
data were benchmarked on what has been observed in nature: only a handful (if 
that many) of variants are expected to occur at any one location. It is therefore 
unclear how accurately sequencing analysis pipelines report what is biologically 
present in a sample. 

The type of edit also contributes to detection difficulty. In general, small edits 
(e.g., one to tens of bases) are less challenging to sequence verify; large edits 
(e.g., hundreds of bases or more) are technically challenging to reliably detect 
and sequence verify.  

Off-Target Editing

A prominent measurement challenge for human therapeutic genome edit-
ing is the occurrence of unintended, or off-target, editing, when a sequence 
change occurs at a site or sites other than the target site (Fu et al. 2013; Tsai 
et al. 2015). Even if the intended edit was effected at the target site, off-target 
editing may change the cell in a way that makes the therapy or product unsuit-
able or unsafe. To assess off-target editing, the entire genome, or at least sites 
where there is reason to think off-target edits could occur, is sequenced after 
an editing process.
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Reliability, Accuracy

There are technical limitations to sequencing the entirety of large genomes 
like the human genome with sufficient sensitivity to report any off-target edit at 
any location in the heterogeneous sample. Means of limiting where to sequence 
for off-target edits are being developed, but there is very limited understanding of 
their accuracy. Even with reliable sequence data in hand, there’s still the challenge 
of interpreting the significance of unintended edits and understanding whether 
edited cells are fit for the intended purpose. 

Finally, a genome-edited product must be manufactured. Traditional manu-
facturing approaches don’t directly translate to this field where the input is live 
cells, which must be manipulated precisely and still be live and functional at the 
end of the process (Harrison et al. 2017, 2018). Moreover, the product may be 
a personalized therapy for a patient, involving a short storage life and requiring 
small batch manufacturing with rapid distribution and use. 

Opportunities

Standards play an essential role in the translation and durable adoption of 
technology (figure 1) (Plant et al. 2014, 2018). Standards for genome editing will 
support and enhance innovation and technology adoption as well as evidence that 
new biological understanding is based on sound data and that products generated 
with these technologies are suitable and safe. 

FIGURE 1  Types of standards for the translation and durable adoption of technology.
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FIGURE 2  Genome editing process overview in context of opportunities for standardization.

Standards in the form of traceable materials can help increase confidence 
that a process reliably reports where editing occurred, what edit(s) resulted, 
and the relative abundance of each edit. For this purpose, traceable material or 
control samples (a well-qualified series of cells or genomes containing a variety 
of edits at known relative abundance across the genome) can serve as “ground 
truth samples” for assessing sequencing methods. These control materials would 
enable comparability among operators at the same site, operators at different sites 
or organizations, and sequencing methods. 

Standards for datasets and metadata can help enhance the accuracy of 
sequencing data analysis pipelines, transfer and reproducibility of data, analysis, 
and data interpretation within and between labs. Shared standard datasets, along 
with associated metadata detailing the editing and data handling process, will pro-
vide a means to benchmark data analysis pipelines, to compare the performance 
between iterations of both a single pipeline and different pipelines (figure 2). 
Supporting these technical standards is the need for standardized definitions of 
key terms in genome editing to enable clear communication of results both within 
the field and to regulatory agencies. 

The US National Institute of Standards and Technology (NIST) has launched 
the NIST Genome Editing Consortium to work across the genome editing com-
munity to develop standards and norms toward filling the needs stated above. 
Standards for the safe and efficient manufacture of engineered cell products will 
likely require a paradigm shift and disruptive technologies to address the particu-
lar challenges of manufacturing living cells or manufacturing genome editing 
delivery systems for in vivo editing at large scale. 
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CLOSING THOUGHTS

Translating the promise of genome editing into production and medical 
practice requires robust quantitative assays, accurate data tools, and associated 
standards and benchmarks to enable high confidence in the characterization of 
engineered genomes and cells. Steps are being taken to address some of these 
needs through standards such as physical controls, standard datasets, and a stan-
dard lexicon for this field. 

Genome engineering technology that is more controlled or not reliant on 
damaging the genome or changing the sequence at all (e.g., a genome’s chemical 
signature might be changed) is rapidly progressing (Anzalone et al. 2019; Liao et 
al. 2017; Thakore et al. 2016). Further progress can be made through the develop-
ment of a suite of tools and technology employing a multidisciplinary approach to 
address unmet measurement needs such as single cell editing detection and in vivo 
tracking and monitoring of edited cells once introduced into the environment or a 
live organism (e.g., in a human for therapeutic treatment). 

As genome engineering matures, there will be a need for continuous evalua-
tion of new standards and norms that can support rapid innovation and expansion 
of this field. 
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Self-driving cars are already taking to the roads, but the technology behind 
them is still far from fully understood or developed. The challenges ahead for 
researchers and industry are complex. To overcome them, scientific and engi-
neering breakthroughs combined with fundamental changes in how the public 
perceives transportation as a service are required. The potential effects on infra-
structure, the economy, and society are challenging to quantify due to the number 
of ways transportation factors into daily life. In response to recent high-profile 
disasters involving self-driving vehicles, including some that have led to loss of 
life, there has been an intensified focus on these vehicles’ capabilities. Simul-
taneously, the ethical implications of handing off safety-critical applications 
to increasingly sophisticated autonomy algorithms have become the subject of 
intense debate.

The first speaker, Christoffer Heckman (University of Colorado Boulder) 
provided an overview of the opportunities and challenges presented by self-
driving cars.1 Next, Tae Eun Choe (Baidu) introduced the concept of self-driving 
vehicles and how they are being developed at scale. Then, John Basl (Northeastern 
University) explored conversations in philosophy and ethics related to the devel-
opment of self-driving cars and the technologies and programming that support 
them. The session closed with a talk by Dorsa Sadigh (Stanford University) about 
human drivers, their interactions with autonomous and intelligent systems in other 
vehicles on the shared road, and the societal implications of those interactions. 

1  Paper not included in this volume. 
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The paper introduces perception algorithms for low-cost autonomous driv-
ing in a platform with a full stack of hardware and software developed by the 
autonomous driving community. We review pros and cons of each sensor and 
discuss what functionality and level of autonomy can be achieved with them. 
We also discuss perception modules for dynamic and stationary object detection, 
sensor fusion (using Dempster–Shafer theory), and virtual lane line and camera 
calibration. 

INTRODUCTION

The development of longer-range and higher-resolution lidar enabled Level 4 
autonomous driving with more accurate perception and localization. However, 
lidar is a less reliable sensor under extreme weather conditions such as heavy 
rain or snow. Furthermore, its high cost prevents its use in consumer-targeted 
autonomous cars. In contrast, a camera is more cost-effective and more robust to 
weather and is a key sensor for traffic light recognition and lane line detection. 
We present algorithms to achieve autonomous driving using economical sensors 
such as a camera and a radar.  

There are four main pillars in camera- and radar-based perception: pre­
processing, deep network, postprocessing, and fusion (figure 1). 

Perceptions of Low-Cost 
Autonomous Driving 

Tae Eun Choe, Xiaoshu Liu, Guang Chen, Weide Zhang,  
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DEEP NETWORK

Data Collection and Labeling

Balanced Data Collection

For deep learning, data collection and labeling are important tasks. Labeled 
data should be well balanced over time, weather, and road conditions, and should 
cover night, dawn, sunrise, strong shadow, and sunset on one axis. Another axis 
is for weather (sunny, rainy, snowy, foggy). The third axis is for road conditions 
such as straight, curved, fork, merge, or intersection. All the data should be evenly 
distributed on each axis. Figure 2(a) illustrates the actual data distribution for dif-
ferent environments and 2(b) shows the distribution of data after balanced data 
collection. 

Data Labeling

Before driving, the routine to log vehicle information (yaw rate, speed), GPS, 
wipers (rain, snow), low/high beam, timestamp, location, and all sensor data 
should be implemented. The more such data are saved, the easier the labeling pro-
cess. The car should be driven in the center of a lane as much as possible to imitate 
autonomous driving. In addition, there should be a simple button to save the past 
30 seconds of data when the car experiences specific or rare events. After driving, 
any duplicated or similar scenes should be removed, especially when the car stops. 
Pedestrian faces and license plates of other vehicles should also be removed to 
protect privacy. After such processes are completed, data can be labeled. 

Autolabeling

Because manual labeling is costly and subject to human error, automatically 
labeled data should be included in the training dataset. A good candidate for 
autolabeling is a stationary object such as a lane, traffic light, traffic sign, or any 
road landmark. First, near-view objects are detected by an existing detector while 
driving. After driving some distance (e.g., 200 meters), the previous scenes are 
reviewed. Assuming near-view object detection and motion estimation are accu-
rate, the accumulated set of detected near-view objects can be labeled far away. 

For smart recording, we designed multiple events such as deceleration, 
curves, cut-in of a neighboring vehicle, cut-out of a closest in-path vehicle, and 
bumps in the road. When such an event occurs, the data before and after it are 
saved automatically. 

For autolabeling, speed and yaw rate from the vehicle’s Controller Area 
Network (CAN) bus or inertial measurement unit (IMU) data should be recorded 
for accurate motion estimation. IMU is a useful sensor to measure a vehicle pose. 
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FIGURE 2  Data distribution. (a) Unbalanced real data. (b) Balanced data. Reprinted 
courtesy of Baidu.

(a)

(b)

http://www.nap.edu/25620


Frontiers of Engineering: Reports on Leading-Edge Engineering from the 2019 Symposium

Copyright National Academy of Sciences. All rights reserved.

PERCEPTIONS OF LOW-COST AUTONOMOUS DRIVING	 71

With IMU data accumulated over time, motion from time t to time t−n can be 
easily estimated. 

When the ego-vehicle’s pose at time t is Mt®t−1 , where M is a 4 × 4 matrix 
with rotation and translation elements, the motion from time t to t−n will be

Mt®t−n = Mt®t−1 Mt−2®t−3 Mt−3®t−4…Mt−n+1®t−n

The simple motion matrix Mt®t−n directly converts the current vehicle pose to 
n-th previous pose. For autolabeling, multiple near-view detections are accumu-
lated over time with the estimated motion. The accumulated detections are later 
projected to the image 200 meters ago for autolabeling. Unlike manual labeling, 
autolabeling captures objects in three-dimensonal form (3D); this includes the 
road surface, which is reconstructed in 3D to label hill crests, bumps, and even 
clover leaves. An example of automated labeling is illustrated in figure 3. Auto-
labeling can capture invisible lane lines (figure 3a) and 3D lane lines (figure 3b).

Network Training and Optimization

Preprocessed images are transferred to a deep neural network for object 
detection and tracking, lane line and landmark detection, and other computer 
vision problems. For real-time processing of high-framerate and high-resolution 
imagery data, network compression is required. In the literature, there are two 
main network compression approaches:

•	 Lower-bit approximation: Rather than using the conventional 32-bit float 
as a weight representation,  float32 is quantized into INT8 to achieve 
real-time implementation (Dettmers 2016).

•	 Network layer reorganization: When there are multiple tasks, the net-
work structure can be reorganized by sharing common layers and remov-
ing unnecessary layers.

Object Detection

In a traffic scene, there are two kinds of objects, stationary and dynamic. 
The former includes the lane, traffic lights, streetlamps, barriers, bridges over 
the road, and the skyline; dynamic objects are pedestrians, cars, trucks, bicycles, 
motorcycles, and animals, among others. For object detection, YOLOv3 (darknet) 
is used as a base network (Redmon and Farhadi 2018); it accounts for additional 
object attributes such as 3D size, 3D position, orientation, and type. Detected 
multiple objects are tracked across multiple frames using a cascade-based multiple 
hypothesis object tracker. 
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FIGURE 3  Example of autolabeling of lane lines. (a) Hidden lane lines and (b) 3D lane 
lines are autolabeled. Reprinted courtesy of Baidu.

(a)

(b)

Lane Detection

Among stationary objects, a lane is a key stationary object for both longi-
tudinal and lateral control. An “ego-lane”1 monitor guides lateral control, and 
any dynamic object in the lane determines longitudinal control. We use the same 
YOLO (darknet) as a base network and add extra lane tasks to detect the relative 
positions (left, right, next left, next right, curb lines) and types (white/yellow, 
solid/broken, fork/split) of lanes. 

1  The “ego-lane” is that of the autonomous vehicle. 
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POSTPROCESSING AND FUSION

Sensor Fusion

Installation of multiple sensors around a vehicle facilitates full coverage of 
the environment and redundancy for safety. Each sensor has different capacities: 
the range of lidar is short but its 3D measurement is accurate; radar provides 
longitudinally accurate but laterally inaccurate distance and velocity measure-
ments; a camera is accurate for lateral measurement but less so for longitudinal 
measurement. We learn a prior and belief function of each sensor and fuse all 
sensor output using Dempster–Shafer theory (Wu et al. 2002).

CIPV Detection and Tailgating

The trajectories of all vehicles are captured with respect to the autonomous 
vehicle. Among them, the closest in-path vehicle (CIPV) is chosen for longitudinal 
control and for tailgating a CIPV when, for example, there is no lane, such as at 
an intersection.

Camera Calibration

Camera calibration is challenging but the most important procedure. There 
are three categories of camera calibration:

•	 Factory (initial) calibration: At the factory, we estimate intrinsic and 
extrinsic camera parameters using fixed targets. However, the camera 
position changes over time and therefore the parameters need to be 
updated frequently. 

•	 Online calibration: The long-term position of the camera must be esti-
mated with respect to the car body. An online camera calibration module 
calibrates the camera position in every frame. A change in pitch angle 
of even 0.3 degrees can result in seriously incorrect vehicle control. For 
calibration, any object on the road can be used, such as parallel lane lines, 
vertical landmarks, or any known size of cars or optical flow.

•	 Instant pose estimation: The pose of a car changes in every frame. When 
the vehicle passes over a bump, the pose changes a lot. The pose can 
be estimated by IMU but these data are too noisy to use directly. It can 
instead be estimated by visual features: by tracking stationary objects, 
it is possible to estimate motion and provide a much more accurate 3D 
perception of the scene. 
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Virtual Lane

When there is no lane line, all lane detection results and tailgating flow are 
combined spatially and temporally to determine a virtual lane. The virtual lane 
output is fed to planning and control modules for actuation of the self-driving 
vehicle.

CONCLUSION

We have shown perception algorithms for low-cost autonomous driving 
using a camera and radar. As deep neural networks are the key tool for solving 
perception issues, data collection and labeling became more important tasks. For 
sustainable data labeling, autolabeling is introduced. For autonomous driving, 
dynamic object detection/tracking and stationary object detection algorithms are 
discussed. A Dempster–Shafer-based sensor fusion algorithm is used to handle 
multiple sensor fusion. Additionally CIPV, tailgating, and camera calibration 
algorithms are introduced.
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Autonomous vehicles (AVs) raise a host of ethical challenges, including 
determining how they should interact with human drivers in mixed-traffic envi-
ronments, assigning responsibility when an AV crashes or causes a crash, and how 
to manage the social and economic impacts of AVs that displace human workers, 
among others. However, public and academic discussion of the ethics of AVs 
has been dominated by the question of how to program AVs to manage accident 
scenarios, and in particular whether and how to draw on so-called “trolley cases” 
to help resolve this issue. Some in the debate are optimistic that trolley cases are 
especially useful when addressing accident scenarios, while others are pessimistic, 
insisting that such cases are of little to no value.

We summarize the debate between the optimists and pessimists, articulate 
why both sides have failed to recognize the appropriate relationship between 
trolley cases and AV design, and explain how to better draw on the resources of 
philosophy to resolve issues in the ethics of AV design and development.

AV ACCIDENT SCENARIOS AND TROLLEY CASES

Autonomous vehicles will inevitably be in accident scenarios in which 
an accident that causes harm (to pedestrians, passengers, etc.) is unavoidable. 
Whereas human drivers in these circumstances have very limited ability to navi-
gate them with any sort of control, AVs might be in a position to “decide” how to 
distribute the harms. It has seemed to many that because with AVs there is some 
ability to exercise control over how harms are distributed, it is essential to think 
carefully about how to program AVs for accident scenarios. The question is how 
to do so?

Why Everyone Has It Wrong About 
the Ethics of Autonomous Vehicles

John Basl
Northeastern University

Jeff Behrends
Harvard University
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It has not escaped notice that some accident scenarios bear a resemblance to 
what are known in philosophy as “trolley cases.” These are imagined scenarios 
in which a runaway trolley will result in the death of some number of individuals 
unless a choice is made to divert or otherwise alter the trolley’s course, resulting 
in some other number of deaths. 

In the classic trolley case, the trolley is headed down a track and will kill 
five people who cannot escape. A bystander has the ability to pull a switch and 
divert the trolley onto another track. However, on this track there is one person 
who cannot escape and will die if the trolley is diverted. A similar-seeming 
scenario involves an AV that is traveling down a street when suddenly a group of 
pedestrians runs into the street. The only way to avoid hitting them is to take a 
turn that will result in the death of a pedestrian on the sidewalk. 

In another version of the trolley case, a trolley cannot stop and will kill five 
people unless an object of sufficient weight is pushed in front of it. A bystander 
has the option of pushing a large person off a bridge and onto the tracks in a way 
that would stop the train before it kills the five. Again, a case involving an AV 
might have a similar structure: Perhaps an empty AV has gone out of control and 
will hit five pedestrians unless another AV with a single passenger drives itself 
into the first AV.

TROLLEY OPTIMISM

Trolley Optimism is the view that trolley cases can and should inform how 
AVs are programmed to behave in these sorts of accident scenarios. The general 
proposal is that various kinds of trolley cases can be constructed, a verdict is 
reached about what action or behavior is appropriate in that case, and then  that 
verdict is applied in the case of AVs, programming them to behave in a way that 
mirrors the correct decision in the analogous trolley case (Hübner and White 2018; 
Lin 2013; Wallach and Allen 2009).

While trolley cases may be born of philosophy, Trolley Optimism is not 
confined to philosophy departments (see Achenbach 2015; Doctorow 2015; Hao 
2018; Marshall 2018; Worstall 2014). Consider the Massachusetts Institute of 
Technology’s (MIT’s) Moral Machine project, which has a variety of components. 
One is a website that presents visitors with different accident scenarios and asks 
how the visitor thinks the car ought to behave in that scenario. The scenarios 
involve many variables, testing visitors’ judgments about, for example, how to 
trade off people and animals, men and women, the elderly and children, and those 
who obey walk signals and those who don’t. 

While some might see the Moral Machine project as simply a tool for col-
lecting sociological data, others think that the data, in aggregate, should be 
used to decide how AVs should be programmed to behave in accident scenarios 
(Noothigattu et al. 2017). Whereas philosophers might endorse a type of Trolley 
Optimism that aims to determine the correct thing to do in a trolley case and 
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program AV behavior in accident scenarios accordingly, the Moral Machine’s 
democratic variant leaves it up to the people. 

SOME QUESTIONABLE GROUNDS FOR PESSIMISM

Trolley Pessimism is the view that it is a mistake to draw on trolley cases to 
think about how to program AVs to behave in specific accident scenarios. Differ-
ent forms of Trolley Pessimism can be distinguished on the basis of what mistake 
they identify.

Challenges to the Validity of Thought Experiments

One basis for Trolley Pessimism is a distaste for using thought experiments 
to arrive at conclusions. Sometimes, this is grounded in the idea that thought 
experiments that philosophers deploy are so idealized and unrealistic that they 
are useless for navigating the real world. 

We think these sorts of objections rest on a mistaken view of the function and 
value of thought experiments; we set that aside except to note that a key motiva-
tion for Trolley Optimism is that accident scenarios seem to closely resemble 
trolley cases. If trolley cases are useless for thinking about accident scenarios it 
isn’t because the cases are too unrealistic to be of any use. At the very least, a 
plausible basis for pessimism must articulate the differences between trolley cases 
and AV accident scenarios that prevent reasonable conclusions about what to do 
in the latter based on judgments about the former. 

Disanalogy

Another basis for Trolley Pessimism tries to show that there is indeed some 
point of difference between trolley cases and the behavior of AVs in accident sce-
narios that makes verdicts in the former inapplicable to decisions about what to do 
about the latter. What are the differences between trolley cases and AV accident 
scenarios that justify this form of pessimism? 

Nyholm and Smids (2016) point to several points of disanalogy. For example, 
trolley cases set aside questions of the moral and legal liability of those who are 
deciding how to act. The person who will decide whether to divert the trolley, 
it is assumed, will not be held responsible or liable for whichever choice they 
make. But these considerations should inform deliberations about how AVs should 
behave in accident scenarios. 

Another point of disanalogy is that, in trolley cases, the outcomes of various 
decisions are stipulated to be known with certainty, whereas in the case of AV 
accident scenarios, despite what one may want or intend a vehicle to do, there is 
some uncertainty about whether the vehicle’s behavior will generate the desired 
outcome. 
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Again, we think this is not a plausible basis for Trolley Pessimism, as 
explained below. 

Ways to Address Trolley Pessimism

While it is true that traditional trolley cases do stipulate away issues of legal 
and moral liability and stipulate outcomes with certainty, there is in principle no 
reason why thought experiments can’t take these variables into account. 

It is possible to develop a case that asks what should be done assuming some 
particular legal liability regime, enumerating the costs to the agent making the 
decision. Similarly, a case could be constructed in which pulling a switch has 
an 80 percent chance of altering the course of a trolley, incorporating delibera-
tions about whether this alters one’s moral obligations. The creators of the Moral 
Machine might even be invited to build these variables into their cases, collect 
data about what people think should be done in those circumstances, and then 
aggregate the data to dictate the behavior of AVs in accident scenarios. 

THE TECHNOLOGICAL BASIS FOR TROLLEY PESSIMISM:  
LESSONS FROM MACHINE LEARNING

There is a better basis for pessimism, in the very nature of AV enabling tech-
nology: machine learning (ML) algorithms. 

What Is Machine Learning?

For those unfamiliar with ML algorithms, we contrast them with what we call 
traditional algorithms. An algorithm is a set of instructions for executing a task 
or series of tasks to generate some output given some input. In a traditional algo-
rithm the instructions are laid out by hand, each step specified by a programmer 
or designer. In contrast, ML algorithms themselves generate algorithms, which do 
not have the steps used to carry out some task specified by a programmer.

A good analogy for some forms of machine learning, namely supervised and 
reinforcement learning, is dog training. It is not possible to just program a dog to 
respond to the words “sit,” “stay,” “come,” and “heel” by wiring its brain by hand. 
Instead, when training a dog, it is common to arrange for situations where the 
dog will engage in some desired behavior and then reward the dog. For example, 
a trainer might hold a treat in front of a dog’s nose and then lift the treat into the 
air, causing the dog naturally to raise its head and drop its back legs. The dog 
is then rewarded. After many repetitions, the word “sit” is said right before the 
treat is lifted. Eventually the dog sits on command, having learned an output for 
the input “sit.” 

For machine learning, a programmer provides an ML algorithm with a train-
ing set, a dataset that includes information about which outputs are desirable and 
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which are not. The learner then generates an algorithm that is meant to not only 
yield appropriate input–output pairs when it is fed inputs that match those in the 
test set, but to extrapolate beyond the test set, yielding, the programmer hopes, 
desirable outputs for new input data. 

Machine Learning and Autonomous Vehicles 

Machine learning is a powerful tool. It allows programmers to develop algo-
rithms to solve problems that would otherwise be extremely tedious or impossible. 

The AVs likely to be on the road in the foreseeable future will rely on ML 
technologies; at the very least, machine learning is at the heart of the detection 
systems used in AVs. Those systems take in data from various sensors (radar, lidar, 
cameras) and translate the data to some output that other AV systems use to drive 
the car, to maintain its position within driving lanes, to slow when there is a car 
in front of it but not when there is merely a piece of litter.

The fact that AVs depend so heavily on ML algorithms grounds a case for 
Trolley Pessimism. To see why, first note that how an AV behaves in any given 
accident scenario is mediated by how the algorithm that governs its behavior is 
trained. The ML training set must be organized to achieve the AV’s behavior in a 
particular accident scenario. For example, to produce an AV that suddenly con-
fronts a scenario where it must swerve and risk harm to its passenger or maintain 
course and hit a number of pedestrians, such scenarios must be included in the 
training set and a particular input–output pair marked as desirable. 

This is not the only way to achieve the desired behavior; the point is that 
behavior in particular scenarios is influenced by choices that programmers and 
designers make about how to train the ML algorithms. These choices involve 
ethical choices. 

Ethical Choices in Machine Learning

AV programmers will have to make choices about, for example, what propor-
tion of the training data is dedicated to accident scenarios at all. One programmer 
might focus on nonaccident or typical driving scenarios, including no data about 
how a car should behave in accident scenarios. Another might dedicate half the 
training data to everyday driving scenarios and half to accident scenarios. Let’s 
imagine these two programmers are on the same team and arguing about what pro-
portion of the training set should be dedicated to scenarios where the car detects 
itself to be in an accident where harms can’t be avoided. The first programmer 
argues that the car will very rarely be in those kinds of situations and instead 
should be trained for the most likely scenarios. The second argues that even if 
the accident scenarios are rare, it’s extremely important to make sure the car does 
the right thing! The first programmer counters that if they dedicate enough of the 
training set to getting certain behaviors in accident scenarios, it could make the car 
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less safe in typical driving scenarios or even put the car into accident scenarios 
more often! Clearly this argument over how to train the algorithm that will help 
govern AV behavior is an ethical one: it invokes various value judgments and 
judgments about how those values are implicated in potential outcomes.

It follows from the facts that decisions about how to organize the training 
regime for AV behavior are ethical decisions and that they mediate questions 
about how AVs should behave in particular driving situations. Trolley cases do 
not provide direct guidance about how AVs should behave in accident scenarios, 
despite any superficial similarities. There are several ways to see why. 

Let’s suppose that in the imagined argument between the programmers above, 
the first programmer is correct, that the algorithms that generate AV behavior 
should not be based on any data about accident scenarios. That is, after engaging 
in careful deliberation about relevant values, no accident scenarios or anyone’s 
verdicts about how an AV should behave in them should inform the training of 
ML algorithms used in the AV.  The resulting algorithm will still generate behav-
iors in such scenarios, but the training set won’t have been designed to generate 
any particular behaviors in those scenarios. In this case, the answer to the ques-
tion “should programmers try to model the behaviors of AVs on the verdicts of 
trolley cases?” is clearly “no!” because the programmers have accepted that they 
shouldn’t be trying to train for accident scenarios at all.

A Thought Experiment

Another way to illustrate the point is to recognize the way trolley cases—
thought experiments, imagined scenarios used to help test more general 
principles—typically function in ethical theorizing. 

Let’s imagine we are wondering whether we should accept a principle that we 
should act in such a way as to maximize the total number of lives saved (holding 
fixed things like whether the people whose lives are saved are good people, how 
large their families are, etc.). Someone asks us to consider the standard trolley 
case. We imagine a train hurtling down the tracks and must decide whether divert-
ing the trolley onto a track that results in fewer deaths is the right thing to do. 

Let’s assume we come to see this trolley case as supporting the principle 
that we should maximize total lives saved. If we think that principle is true, pro-
grammers and designers should abide it by when deciding how to train AVs. The 
Trolley Optimist might think that the above case justifies efforts to ensure that an 
AV in an accident scenario will not drive into a larger crowd to spare a smaller. 
However, it could very well turn out that abiding by the principle we’ve settled 
on has the implication that we are not justified in doing so. 

To see why, imagine that in the programmers’ debate above both are commit-
ted to maximizing lives saved. The first programmer argues that this can be done 
by avoiding accident scenarios as much as possible and to do that they should not 
train the algorithm for accident scenarios at all but for how to stay out of them. 
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This might have the result that when an AV is in an accident scenario it does veer 
into a larger crowd to save a smaller, but given that the programmers’ decision is 
to program for the whole range of behaviors the car will encounter, they haven’t 
failed to take into account the lesson of the trolley case; they’ve taken it into 
account in just the right way. The other programmer might come to agree, seeing 
that if they were to emphasize a training regime that included more accident sce-
narios that looked like trolley cases, the AV would end up in those scenarios more 
often or perform poorly in other driving scenarios, causing additional fatalities. 
This programmer might see it as regrettable that the best way to maximize lives 
saved overall, given the decision the design team faces, will produce an AV that 
veers to kill the five instead of the one in a very narrow range of cases, while still 
acknowledging that this is the approach that conforms with the principle. 

CONCLUSION

To be clear, we are not endorsing any particular view of how AVs should be 
trained or a particular principle as governing that decision. Our point is that the 
Trolley Optimist makes a mistake in thinking that the lesson from trolley cases is 
a lesson for how an AV should behave in a superficially similar case. 

The ethical question that designers face is not about the right thing to do in 
a specific scenario but about how to design for the wide range of scenarios that 
AVs will find themselves in. Choices about how to design for one scenario are 
not isolated from design choices for others.

The upshot of this is not pessimism about the need for ethics in AV design, 
nor that trolley cases are useless for the task. The upshot is that designers and 
ethicists must be much more careful evaluating the appropriate decision and 
consider how the technologies at issue relate to the ethical principles and rea-
soning to be deployed. 

We hope this paper motivates a closer working relationship between ethicists 
and designers of AVs to ensure that the right problems are solved in the right way. 
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Society is rapidly advancing toward autonomous systems that interact and 
collaborate with humans—semiautonomous vehicles interacting with drivers 
and pedestrians, medical robots used in collaboration with doctors, or service 
robots interacting with their users in smart homes. 

A key aspect of safe and seamless interaction between autonomous systems 
and humans is the ways robots such as autonomous cars can influence humans’ 
actions in one-on-one or group settings. This is usually overlooked by the autono-
mous driving industry, where the common assumption is that humans act as 
external disturbances like moving obstacles, or that automation can always help 
societies without actually considering how humans may be impacted. 

Humans are not simply a disturbance to be avoided, and they do not always 
easily adapt to the proliferation of automation in their lives. Humans are intel-
ligent agents with approximately rational strategies who can be influenced and 
act in novel ways when interacting with other autonomous and intelligent agents.

In this paper I discuss a unifying framework for influencing interactions in 
autonomous driving—actions of autonomous vehicles (AVs) that can positively 
influence human-driven vehicles in large-scale or vehicle-to-vehicle (V2V) inter-
actions. Influencing such interactions can be a significant contributor to the safe 
and reliable integration of AVs. 

INFLUENCING INTERACTIONS AT VEHICLE LEVEL

We have designed a novel framework for understanding the interaction 
between autonomous and human-driven vehicles. We model this interaction as a 
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dynamical system, where the state of the environment evolves based on the actions 
of the two vehicles at each time step: 

xt+1 = f(xt, ut
A, ut

H)

Here, xt denotes the state of the environment computed based on the sensor 
values at each time step including the coordinates, velocity, and heading of each 
vehicle in the interaction, and the road and lane boundaries. The set of actions of 
each vehicle ut

A for the autonomous car and ut
H for the human-driven car includes 

steering angle and acceleration.
Our key insight is that the actions of autonomous cars can influence the behav-

ior of human-driven cars on the same road. This can be seen when, for example, 
a car tries to change lanes: it starts nudging into the destination lane, influencing 
the cars in that lane to slow down. Similarly, the actions of an autonomous car can 
result in a human driver changing lanes, slowing down, or speeding up. 

Our approach to planning for AV influencing interactions has a few fundamental 
components. We developed imitation learning techniques1 to build predictive models 
of human driving behavior, and designed interaction-aware controllers that model 
the interaction between a human and a robot as a two-player leader–follower game. 
Leveraging optimization-based and game theoretic techniques, our work produces 
robot policies that influence human behavior toward safer outcomes in V2V interac-
tion with autonomous cars (Sadigh et al. 2016a,b, 2018).

Human Driver Models

Imitation learning attempts to learn models of humans by imitating a human 
expert’s demonstrations to enable robots to act in similar ways. Here, we leverage 
similar techniques, modeling each human driver as an agent who approximately 
optimizes his or her own objective, referred to as a reward function (e.g., a driver’s 
preferences about avoiding collisions or keeping distance from road boundaries):

 
u*

H = arg max RH (x, uH, uR).
uH

We assume that RH (x, uH, uR) = w . ϕ (x, uH, uR) represents the human’s 
underlying reward function and that this reward function is a linear combination of 
a set of hand-coded features ϕ (x, uH, uR). These features in the setting of driving 
can include distances between the AV and the edges of the road, lane boundaries, 
or other cars, including their velocity and direction. 

1  Imitation learning is a set of algorithms that involves training a robot policy to make decisions 
based on a collected set of expert demonstrations. 
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We collect training data in a driving simulator and use them in the form of 
demonstrations or preferences to learn the parameters w of the reward function 
using techniques such as maximum entropy inverse reinforcement learning or 
active preference-based learning of reward functions (Basu et al. 2019; Bıyık and 
Sadigh 2018; Palan et al. 2019; Sadigh et al. 2016a,b, 2017, 2018).

Planning for Interaction-Aware Controllers 

Once we have a predictive human driving model, we can plan for autonomous 
cars that better interact with humans by being “mindful” of how their actions 
influence humans. We consider a setting where the autonomous car optimizes for 
its own reward function:

u*
R = arg max RR (x, uR, u*

H).
uR

Here, the robot’s reward function directly depends on and influences u*
H, the 

learned and predicted human behavior (called human policy).
In game theory, this interaction modeling results in a two-player game 

between a human-driven and an autonomous car. The actions of the autonomous 
car influence those of the human-driven car, and vice versa. To efficiently solve 
this interaction game and plan for AVs, we approximately solve the game as a 
Stackelberg (leader-follower) game. Our work results in influencing actions by 
the AV that are more assertive, more efficient, and in many settings safer. Some 
of these trajectories are shown in figure 1. Our user studies suggest that autono-
mous cars that are programmed to be aware of their interactions with humans can 
achieve tasks such as lane changing or coordinating at intersections safely and 
efficiently (Sadigh et al. 2016a,b, 2018). 

INFLUENCING INTERACTIONS AT THE GLOBAL LEVEL

Influencing interactions at the vehicle level can be observed in many driving 
settings—such as changing lanes, merging, or exiting from a highway—and has 
substantial effects on the larger traffic system (Bıyık et al. 2018, 2019; Fisac et 
al. 2019; Lazar et al. 2018; Stefansson et al. 2019). For instance, the presence of 
a large number of AVs on roads can influence the state of traffic—such as conges-
tion, delay, or flow—and hence human drivers’ routing choices. 

We now discuss the challenges arising in mixed-autonomy traffic settings 
where a large number of autonomous and human-driven vehicles interact.
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Equilibria in Mixed-Autonomy Traffic: Altruistic Autonomy

Traffic congestion has large economic and social costs. The introduction 
of AVs may reduce congestion both by increasing network throughput and by 
enabling a social planner to incentivize AV users to take longer routes that can 
alleviate congestion on more direct roads.2 

To formalize the effects of altruistic autonomy on roads shared by human 
drivers and autonomous vehicles we developed a model of road congestion 
based on a fundamental diagram of traffic (showing the relation between traffic 
flux [vehicles/hr] and traffic density [vehicles/km]). We considered a network 
of parallel roads and created algorithms that compute optimal equilibria that are 
robust to additional unforeseen demand. 

Our results show that even with arbitrarily small altruism, total latency can be 
unboundedly better than without altruism, and that the best selfish equilibrium can 
be similarly better than the worst selfish equilibrium. We validate our theoretical 
results through microscopic traffic simulations and show average latency decrease 
of a factor of 4 from worst-case selfish equilibrium to the optimal equilibrium 
when AVs are altruistic (Bıyık et al. 2018). 

Humans’ Routing Choice Models

When users of a road network choose their routes selfishly, the resulting traf-
fic configuration may become very inefficient. Because of this, we consider how 
to influence human routing decisions so as to decrease congestion on these roads. 

We consider a network of parallel roads with two modes of transportation: 
(i) human drivers who will choose the quickest route available to them, and (ii) a 
ride hailing service that provides users with an array of AV ride options, each 
with different prices. 

We designed a pricing scheme for the AVs such that when autonomous 
service users choose from their options and human drivers selfishly choose their 
routes, road use is optimized and transit delay minimized. To do so, we formal-
ized a model of how autonomous service users make choices between routes with 
different prices versus delay values. 

We developed a preference-based algorithm (similar to our work in learning 
reward functions discussed above) to learn users’ preferences and used a vehicle 
flow model related to the fundamental diagram of traffic. Based on these, we for-
mulated a planning optimization to support the objective of reduced congestion 
and demonstrate the benefit of the proposed routing and learning scheme (Bıyık 
et al. 2019).

2  This can be done through pricing schemes or latency management. If, for example, there are two 
highways to the same destination and one is shorter than the other, drivers will likely select the shorter 
one, increasing traffic on that route. If a few autonomous cars choose the longer highway, their latency 
will be lower than that of the congested route—and will also help the latency of the shorter road.
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Dynamic Routing in Mixed-Autonomy Traffic

We are developing a social planner by studying a dynamic routing game 
in which the route choices of autonomous vehicles can be controlled and the 
human drivers react selfishly and dynamically to the AV actions. As the problem 
is prohibitively large, we use deep reinforcement learning to develop a policy for 
controlling the AVs. This policy influences human drivers to route themselves in 
such a way that minimizes congestion on the network (figure 2). 

To gauge the effectiveness of our learned policies, we established theoretical 
results characterizing equilibria on a network of parallel roads and empirically 
compared the learned policy results with best possible equilibria. We found that, 
in the absence of these policies, high demands and network perturbations result 
in large congestion, whereas using the policy greatly decreases travel times by 
minimizing congestion. 

SUMMARY

We have described our work in planning for influencing interactions in 
autonomous driving at two levels: (i) vehicle-to-vehicle interaction, in which an 
autonomous car influences human-driven cars for safer and more efficient driving 
behavior; and (ii) global-level interaction, in which a large number of autonomous 
and human-driven vehicles interact in the same traffic network. We design routing 
decisions for AVs that influence humans’ routing choices in order to decrease the 
total delay of the traffic network for a more desirable societal objective.

Autonomous systems are weaving their way into daily life as robots and 
the internet of things move into homes and smart cities become a reality. Our 
long-term goal is to develop a theory for modeling and designing the effects of 
automation and robotics on human decision making, and this work is a first step 
toward developing efficient robotics algorithms that lead to safe and transparent 
autonomous systems as they interact with and influence humans and society.
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Since its conception by Satoshi Nakamoto in 2008 and first implementation 
in Bitcoin, the popularity of blockchain and interest in it are rapidly accelerating. 
As the technology that underlies implementation of Bitcoin and other applica-
tions, blockchain is designed as a decentralized network of peers who collec-
tively share and manage a distributed ledger structured as a series of ordered and 
cryptographically connected blocks, each containing a list of transactions. New 
transactions are created by smart contracts that embody an application-specific 
logic (e.g., the transfer of money between accounts or creation of a shipping 
record). Before inclusion in the ledger, new transactions and blocks must be 
approved by the network participants through a consensus mechanism. Once 
included in the distributed ledger, the transactions are immutable, time-stamped, 
and retrospectively verifiable by any network participant. With the use of these 
mechanisms, blockchain provides data availability, transparency, and digital 
trust unparalleled by other systems.

The initial Bitcoin network inspired many new blockchain applications with 
extended capabilities and uses in a range of areas. However, despite advances in 
recent years, many fundamental challenges remain unresolved and are the subject 
of intense scientific research and technology development. Additionally, the trust 
that blockchain provides opens new opportunities for applications in governance 
and economy as well as social, healthcare, and other sectors that are being actively 
investigated. 

In this session, Elaine Shi introduced the history and key concepts of block-
chain and provided an overview of the major platforms and applications, including 

Blockchain Technology
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Bitcoin, Ethereum, and Hyperledger.1 Next, Hong Wan (North Carolina State Uni-
versity) discussed the domain of private and permissioned blockchain platforms, 
such as Hyperledger Fabric and Corda, designed as building blocks of networks 
among consortiums of enterprises, as well as the advantages, threads, and weak-
nesses of these platforms. This talk was followed by Jacob Leshno (University of 
Chicago), who discussed the use of blockchain technologies in cryptocurrencies.

1  Paper not included in this volume. 
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In the past 2½ years, blockchain has evolved from a computer science term to 
a buzzword in the ongoing hype about cryptocurrency, for which the blockchain is 
the foundation. Articles have even praised the blockchain as “the most important 
invention after the Internet” (Metry 2017). 

One topic of discussion is how to apply blockchains beyond cryptocurrency. 
Like all emerging technology, there has been much confusion about and mis-
understanding of the blockchain concept. One popular misconception is that 
“blockchains are all like the ones used in Bitcoin.” This is wrong. In this paper I 
describe various kinds of blockchains and explain why more centralized block-
chain structures are more appropriate for business use.

WHAT IS A BLOCKCHAIN?

A blockchain is a digital, append-only, time-stamped ledger. It is a consensus-
based, peer-to-peer distributed network with “a growing list (chain) of records, 
called blocks, which are linked using cryptography. Each block contains a unique 
hash value of the previous block, a timestamp, and transaction data.”1 Here, 
consensus refers to a set of rules that users follow to agree on the states of the 
system; it makes the blockchain a self-auditing ecosystem.2 Hash is a crypto-
graphic function that converts a string into a nonmeaningful, fixed-length output. 
It is nonreversible since the hash value is highly sensitive to the input—a small 
change in input leads to a completely different hash value. 

1  https://en.wikipedia.org/wiki/Blockchain.
2  https://lisk.io/academy/blockchain-basics/how-does-blockchain-work/consensus-protocols.

Blockchain Beyond Cryptocurrency: 
An Overview
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North Carolina State University
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The mathematical structure of the blockchain implies two essential proper-
ties. First, the data (in block) are immutable. Specifically, if a block is changed, 
all blocks before it become invalid since all hash values in these blocks become 
invalid. Second, a distributed network with consensus allows users to commu-
nicate directly with each other to broadcast a new block and synchronize the 
blockchain status. All users can download a copy of the current ledger and add 
blocks, which means that there is redundancy of the data in the network. There-
fore, the blockchain is more tolerant of node failures. With these two properties, 
the longer the chain and more users (nodes) in the network, the harder to hack 
into the chain and change blocks without detection, making the blockchain more 
reliable (Nakamoto 2008).

The first work on building a cryptographically secured chain of blocks was 
proposed almost 30 years ago by Stuart Haber and W. Scott Stornetta (1991). 
The concept was formalized in 2008 by Satoshi Nakamoto,3 who proposed “A 
purely peer-to-peer version of electronic cash that would allow online payments 
to be sent directly from one party to another without going through a financial 
institution…but through a system that [is] based on cryptographic proof instead 
of trust” (emphasis added; Nakamoto 2008). In January 2009, Nakamoto mined 
the first bitcoin and started the era of cryptocurrency. 

In recent years, big tech companies like IBM and Microsoft as well as many 
startups have put significant effort into extending blockchain systems to various 
industries, many of which use blockchains with a significantly different structure 
compared to cryptocurrency, as elaborated below. 

PUBLIC OR PRIVATE, PERMISSIONED OR 
PERMISSIONLESS BLOCKCHAINS

From a governance point of view, the blockchain can be public (open) or 
private (closed). In a public chain, anyone can initiate transactions, generate and 
broadcast blocks, and download a copy of the whole ledger. In a private chain, 
only authorized users can access the network. 

The blockchain can also be permissioned or permissionless. The permis-
sioned chain means the rights/authorization of users can be different; some have 
more authorities (e.g., to validate the block) than others (read-only access). The 
permissionless chain means that all users have the same rights: anyone in the 
network can download the ledger, generate blocks, and validate transactions. 

While many consider permissioned and private the same, they are, in fact, 
two concepts. A blockchain that is public or private is independent of whether it 
is permissioned or not. As explained in testimony to Congress (Jaikaran 2017), 
“Discussing a blockchain as public or private refers to the level of freedom users 
have to create identities and read data on that blockchain. Discussing a blockchain 

3  The identity of Satoshi Nakamoto remains a mystery. 
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as permissioned or permissionless refers to the level of access the user would 
have on that blockchain.” Specifically, the public and permissionless chain has 
the most decentralized structure and assumes no trust among users. The private 
and permissioned chain, on the other hand, has the most centralized architecture 
and the highest level of trust, and usually does not need tokens/coins. The other 
two combinations are hybrid. Each kind of blockchain has unique properties that 
are suitable for different applications, as elaborated below.

Public and Permissionless Chains

A majority of cryptocurrencies use public and permissionless chains, which 
are the most well-known blockchain type. To understand how this type of chain 
works, I compare how financial transactions are handled by a traditional bank and 
by a blockchain. Suppose Alice wants to transfer $10 to Bob. After she initiates 
the transfer, someone needs to check that her account has enough money, deduct 
$10 from it, and deposit the $10 to Bob’s account. In traditional banking, this is 
done in a centralized database controlled by the bank. In a cryptocurrency wallet 
(e.g., a bitcoin wallet), there is no trusted third party. The transaction instead is 
broadcasted to the whole network in the following format (the address in this 
sample is generic; Kadiyala 2018):

15N3yGu3UFHeyUNdzQ5sS3aRFRzu5Ae7EZ sent 0.00086 bitcoin to 
1JHG2qjdk5Khiq7X5xQrr1wfigepJEK3t on August 8th, 2019, between  

11:10 and 11:20 a.m.

Users compete to validate the transaction for rewards4 through the mining 
process, grouping transactions in a specific period to form a block. Whoever wants 
to post the block needs to solve a computationally intensive problem. For each 
period (e.g., 10 minutes for Bitcoin), only the first one to solve the problem can 
publish the block and claim the rewards. 

Proof of Work Consensus

There are variations of these rules in other chains, but the concept is similar. 
This proof of work consensus causes most of the confusion and criticism of the 
blockchain. Because of the difficulty of the nonmeaningful problems solved, 
the mining process both significantly slows the transaction speed and consumes 
enormous computational power and energy. The Bitcoin blockchain can currently 
guarantee only 4.6 transactions per second (10 minutes per block), compared to 
Visa at 1,736 transactions per second, making the bitcoin process too slow for 

4  The reward is usually the cryptocurrency of the network. For example, Bitcoin system offers 12.5 
bitcoin for each block mined. 
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everyday use. This is also called “poor scalability.” And it is estimated that “the 
global Bitcoin network is consuming more [electricity] … than the country of 
Switzerland uses over the same time period” (Vincent 2019). 

Why is proof of work necessary for a public and permissionless chain? 
Because the assumption is that malicious users will try to spam the network 
with fraudulent blocks and modify the existing chain to add self-benefiting 
transactions. The proof of work consensus makes sure that it is expensive to create 
blocks (in terms of both time and energy), so it is difficult and expensive to gener-
ate many blocks to flood the system. Also, given the 10-minute waiting period for 
each block, anyone who generates fake blocks is likely to be caught and rejected 
by other users. Users are thus incentivized to spend their computational power 
on legitimate blocks so their work can be compensated. Besides, transactions 
within blocks are kept secure by the amount of energy spent on mining blocks 
before them5: the longer the chain, the more expensive for hackers to replace it 
with a fake one. 

The proof of work consensus allows a truly distributed network, maximum 
number of pseudonymous users, fairness among nodes, and chain nontamper-
ability, with efficiency and reasonable cost in computational power. 

Proof of State Consensus

Another popular, more recent consensus for the public and permissionless 
chain is proof of state, which attributes mining power to the proportion of coins 
held by a miner (Young 2016). This consensus significantly reduces the computa-
tional power and time required to add blocks. The logic is clear: those with more 
coins have less motivation to sabotage the chain. On the other hand, a system in 
which the major stakeholder enjoys extensive control and authority over both 
technical and economic aspects of the network creates a monopoly problem. In 
addition, block generators lose nothing by voting for multiple versions of chains 
(the “nothing-at-stake” problem). Because of this, “some cryptocurrencies are 
vulnerable to Fake Stake attacks, where an attacker uses no or minimal stake to 
crash an affected node.”6  

Even with recent improvements, transaction validation speeds for crypto­
currencies based on point of sale are still not on par with traditional systems. 

5  Public versus private (permissioned) blockchain comparison. DevTeam.Space (https://www.
devteam.space/blog/public-vs-private-permissioned-blockchain-comparison/).

6  “Fake Stake” attacks on chain-based Proof-of-Stake cryptocurrencies. Medium/Cryptocurrency. 
(https://medium.com/@dsl_uiuc/fake-stake-attacks-on-chain-based-proof-of-stake-cryptocurrencies-
b8b05723f806).
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Private and Permissioned Chains

For many businesses and organizations, blockchain is attractive as a record-
keeping and sharing system. However, the slow transaction validating speed, poor 
scalability, and lack of data privacy make the public and permissionless chain a 
poor choice. For healthcare records, for example, the network should be neither 
public (it must be Health Insurance Portability and Accountability Act protected) 
nor permissionless (only authorized people should be allowed to add records). In 
these cases, the private and permissioned chain is a good option as it allows only 
authorized users with different levels of authority in the chain. 

The IBM Hyperledger Fabric (Mamun 2018) is a blockchain network set by 
various collaborative organizations called “members.” Each member selects the 
peers from his or her organization to involve in the blockchain. These peers have 
different authorizations: endorsers validate transactions and decide to approve 
or disapprove transactions, anchors are in charge of broadcasting updates, and 
orderers are in charge of creating and delivering blocks to all the peers. In 
this network there is intrinsic trust both among peers (since they are from the 
same organization) and among members since they are collaborating and only 
dedicated peers who organizations trust can validate transactions and add blocks. 
There is usually no incentive for malicious behaviors. This consensus is called 
proof of authority, as a number of nodes are “authorities” in charge of validating 
transactions. 

The other popular consensuses are a round-robin scheme, where users on 
the network take turns adding new blocks, and proof of elapsed time, where each 
node is assigned a random waiting period and the first node to reach the elapsed 
time gets to create the next node. 

The main criticism of the private and permissioned chain is that it is not a real 
blockchain. Its multicentralized control system (members) defeats the decentraliza-
tion property of the blockchain. Many of these chains also do not need a token/
coin to incentivize participants, which means that there is no mining. In these 
cases, the question becomes, Why not just use a distributed database? This is a 
legitimate question. If a business has critical data that it wants to share internally, 
a combination of the current database, cloud, and identity management technolo-
gies will likely be adequate for its needs. However, if several organizations seek 
to collaborate and want the data to be immutable and auditable to avoid data dis-
crepancies, a blockchain is probably more appropriate and convenient (e.g., for a 
supplier–vendor relationship or an insurance company–clinic–patient relationship).

Private and Permissionless, Public and Permissioned Chains

At the two ends of the spectrum there are private and permissionless chains 
and public and permissioned chains. Neither type of chain has been widely imple-
mented, and both are mainly at conceptual levels. 
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The private and permissionless chain would allow anybody in the network 
to submit and process transactions but would control who can be involved in 
the chain. It could be used to, for example, handle government records, compile 
research results from different teams, or maintain data privacy. 

The public and permissioned chain would allow anyone to access the ledger, 
but only verified parties to submit, process, and validate transactions. Public 
and permissioned chains emphasize who can write in/regulate data and can be 
applied to, for example, real estate registries, diploma checking system, or other 
scenarios involving regulation or protection from forgery. The categorization can 
be expanded with partial permissions and a combination of public and private 
schemes. Why is this interesting? I discuss it in the next session. 

CHALLENGES OF SCALABILITY, SECURITY, 
AND DECENTRALIZATION

From the system design point of view, there are three major characteristics 
of blockchains: scalability, security, and decentralization. Scalability refers to 
the ledger’s ability to handle growth, security denotes attack resistance, and 
decentralization refers to the network’s transparency, synchronization, and fair-
ness. The trade-off among these three is called the scalability trilemma: it is 
hard to maximize two without sacrificing the third. A useful figure for illustrat-
ing this concept can be found at https://steemit.com/blockchain/@reverseacid/
the-scalability-trilemma.

Blockchain mechanism design must find a specific (usually hybrid) block-
chain structure based on the requirements of the application. This goal motivates 
my laboratory to seek a better understanding of the blockchain as a complex sys-
tem, quantifying and modeling its key features and performance, and simulating 
various structures for a structural mechanism design paradigm. 

CONCLUSION

Blockchain is not for everything. In many (if not most) cases, as discussed 
above, a distributed database with access control is more than adequate, and is 
much faster and cheaper. Caution is appropriate amid the blockchain hype. For 
example, is “blockchaining the system” necessary? What problems does it solve? 
Are there options? 

On the other hand, the blockchain is a tool for big data and artificial intel-
ligence (AI). It may serve as the neural network that connects data and AI by 
validating, auditing, and sharing data safely and, if wanted, anonymously. It is 
especially promising when combined with internet of things (IoT) and wearable 
sensors to collect and distribute data automatically, without individuals needing 
to worry about misuse of their data by big companies. More solid business and 
social applications of blockchains are in the future.
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Bitcoin was introduced in 2008 as a computer protocol establishing a decen-
tralized system that allows users to hold balances and make transfers to one 
another (Nakamoto 2008). Computer systems that provided similar services have 
existed for decades, but required a trusted party to control and operate them. For 
example, PayPal Holdings Inc. maintains the required computer infrastructure and 
charges usage fees to fund its activities and make a profit. 

BITCOIN INFRASTRUCTURE AND PROTOCOL

Bitcoin is a decentralized system. Instead of having a company that is respon-
sible for maintaining the system’s infrastructure, it is operated by a decentralized 
network of computers called miners (the term also refers to the people who oper-
ate these computers). Much like Uber and Lyft, which allow anyone with a car to 
provide transportation services in return for compensation, Bitcoin allows anyone 
with a computer to provide the payment processing infrastructure in return for 
compensation. It eliminates the need for a centralized infrastructure by creating 
an open marketplace. 

But Bitcoin is unlike Uber and Lyft in that no entity is in control of the 
marketplace. Uber can change the price paid to drivers, add or remove the option 
to tip, and charge fees from the participants in its market. In contrast, Bitcoin is 
governed by its protocol, which no single entity can change (making changes to 
Bitcoin is akin to changing communication protocols such as TCP/IP). The com-
puter protocol dictates the rules that govern the system and its implied market­
place, determining how miners are compensated and the fees users pay. 

Cryptocurrencies as Marketplaces

Jacob Leshno
University of Chicago
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The viability and success of Bitcoin, and other cryptocurrencies that fol-
lowed (e.g., Litecoin, Ethereum, Dogecoin), require that the protocol establish 
a functioning marketplace. But cryptocurrencies cannot control the miners who 
provide the infrastructure, and incentives are required to get miners to follow a 
desired behavior (Carlsten et al. 2016; Eyal and Sirer 2018). Miners provide their 
services at will and can withdraw from the system at any time, or try to exploit 
the system for profit and jeopardize its security (Auer 2019; Budish 2018). Game 
theory provides tools to understand how miners and users will behave in such an 
environment and to determine whether the system is secure.

Since Bitcoin is not integrated with (and does not wish to rely on) other 
financial services, payments to miners can be made only with the system’s native 
coin, bitcoin, whose value is determined by financial markets, raising questions 
from monetary theory (Schilling and Uhlig 2019). These elements and others 
differentiate cryptocurrencies from traditional computer systems and make them 
economic objects, akin to marketplaces. 

MONOPOLY WITHOUT A MONOPOLIST

In my work with Gur Huberman and Ciamac Moallemi (Huberman et al. 
2019) we study the properties of this marketplace for transaction processing and 
ask who pays for the costs of operating the platform, how, and how much. We 
compare the Bitcoin payment system (BPS) with a traditional payment system 
(e.g., PayPal) and ask whether the decentralized design offers new benefits. 
(While we focus on Bitcoin’s design, our analysis also applies to other crypto­
currencies with similar design features.) 

The system processes transactions in batches called blocks. To ensure that 
a block is propagated throughout the network before the next one is issued, the 
protocol limits block size and frequency, limiting the system’s transaction process-
ing capacity. Because of stochastic elements in the system, the system can periodi-
cally get congested and transactions can be delayed. 

We observe that the blockchain design of the BPS has the following features, 
which are key elements of its economics: 

•	 Miners can enter or leave the system as they see fit. 
•	 Miners can select the transactions they process and are rewarded with 

protocol-determined block rewards and transaction fees offered by the 
users (because Bitcoin’s protocol specifies that block rewards are halved 
approximately every 4 years, transaction fees will become more impor-
tant over time, as they will eventually be the only form of payment to 
miners). 

•	 The system’s transaction processing capacity (that is, average number 
of transactions that can be processed per unit time) is independent of the 
number of miners. 

http://www.nap.edu/25620


Frontiers of Engineering: Reports on Leading-Edge Engineering from the 2019 Symposium

Copyright National Academy of Sciences. All rights reserved.

CRYPTOCURRENCIES AS MARKETPLACES	 105

•	 Users choose the transaction fees they pay when their transaction is 
processed; they may even choose to pay only a minor minimal transac-
tion fee (but when the system is sufficiently congested, the delay can be 
so long that payment is required to get through before a transaction is 
timed out).

We offer a simplified economic model of the BPS that allows analysis of the 
implied marketplace based on the following: (i) some users are willing to pay to 
expedite the processing of their transactions, (ii) miners are profit maximizers, 
and (iii) miners can freely enter or exit the system. 

TRANSACTION FEES ARE DETERMINED IN EQUILIBRIUM 

We find that the BPS is well described by an equilibrium in which users 
choose a transaction fee to gain processing priority over other users; miners pro-
cess the transactions that offer the highest fee, up to capacity. Nobody dictates the 
equilibrium fee schedule. Transaction fees are set in an implicit auction without 
any explicit auctioneer.

We offer closed-form expressions for the equilibrium fees and waiting times. 
We find that total transaction fees depend on three parameters: maximal block size, 
congestion or load (transaction arrival rate divided by system’s capacity), and the 
distribution of user willingness to pay higher fees to reduce transaction processing 
delay. 

When the system is not congested, the fees are low and essentially insensitive 
to its use—the expected processing delay is similar across transactions. As the 
system’s use approaches capacity, fees and cross-transaction variation in process-
ing delays rise rapidly. The fee schedule satisfies the Vickrey–Clarke–Groves 
property: each transaction fee is equal to the externality it imposes by increasing 
the delay for transactions that offer lower fees. 

COMPARISON WITH A PROFIT-MAXIMIZING FIRM

Pricing under the BPS is structurally different from the pricing of a profit-
maximizing firm. A firm sets a price and denies service to users who are unwill-
ing to pay that price. When the BPS has sufficient capacity, the system can raise 
revenue without denying service to anybody; users who are willing to bear delays 
can have their transaction processed even without paying transaction fees. 

Because the miners who collectively operate the system compete with each 
other, they cannot profitably affect the level of fees paid by users. This provides 
users protection from price increases: even if the system becomes a monopolist (in 
the sense that users have no alternative payment methods) users will still pay a low 
competitive transaction fee. In that way, the decentralized nature of the system may 
provide economic benefits to users.
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However, the design has several weaknesses. 

•	 Transaction processing delays are essential to fee generation and there-
fore to the BPS’s long-run revenue model. 

•	 The amount of infrastructure consumed by the system is determined in 
equilibrium, and there is no mechanism that ensures an efficient level of 
infrastructure. 

•	 The amount of energy consumed by Bitcoin has received much media 
attention. It varies depending on the demand for transactions and the 
bitcoin-to-USD exchange rate, and the system design does not indicate 
either a desired level or a way of reaching such a level. 

DESIGN SUGGESTIONS

We provide a design that can partly address these concerns. It modifies a 
component of the protocol so that instead of maintaining a constant capacity, the 
protocol scales capacity according to demand (within a feasible region) to main-
tain congestion at a moderate level. This ensures that total transaction fees and the 
level of infrastructure are kept at a constant level. Our analysis also indicates that 
smaller block sizes allow the system to raise revenue more efficiently: a smaller 
block size allows the system to raise the same amount of revenue with shorter 
transaction processing delays. 

GOVERNING A DECENTRALIZED SYSTEM 

The limitations of the Bitcoin protocol have motivated much research and 
the development of other decentralized systems (e.g., Bentov et al. 2016; Chen 
and Micali 2016; Poon and Buterin 2017). To update such systems, agreement 
is needed on a new protocol, but without an entity that controls the system such 
agreement can be difficult to achieve. 

The implied rigidity of the system can be advantageous to users, who are 
guaranteed continuation of service at the same terms (with no ratcheting of fees), 
but it also reduces the system’s ability to react to new circumstances, which is 
especially important given the early stage of the technology. Game theoretic 
analysis can shed light on governance issues and help in the design of systems 
accordingly (Barrera and Hurder 2018). 

CONCLUSION

Through a combination of cryptographic tools and economic incentives, 
Bitcoin and its followers have shown that it is feasible to create a global decen-
tralized system controlled by no one. Services that previously could be provided 
only by a trusted firm can now be provided by a community coordinated only by 
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a protocol. This allows for new economic models for the operation and funding 
of such services. The interdisciplinary nature of these systems calls for exciting 
future collaboration. 
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Program

NATIONAL ACADEMY OF ENGINEERING

2019 US Frontiers of Engineering
September 25–27, 2019

Chair:  Jennifer West, Duke University

ADVANCED MANUFACTURING IN THE AGE 
OF DIGITAL TRANSFORMATION

Organizers: 
Li Chang, Boeing, and Tarik Dickens,  
FAMU–FSU College of Engineering

21st Century Engineering Systems:  
Boeing’s Digital Transformation

Gabriel Burnett, Boeing

Computational Materials for the Design and Qualification of  
Additively Manufactured Components

Christapher Lang, NASA Langley

Robots That Walk: What the Challenge of Locomotion  
Says About Next-Generation Manufacturing
Christian Hubicki, Florida State University

Digital Twin
Pamela Kobryn, Air Force Research Laboratory

***
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ENGINEERING THE GENOME

Organizers: 
Renee Wegrzyn, DARPA, and  

Charles Gersbach, Duke University

Genome Editing with Precision and Accuracy 
Kris Saha, University of Wisconsin

Using CRISPR to Combat Human Disease Vectors 
Omar Akbari, University of California, San Diego

Microbes and Manufacturing: Moore’s Law Meets Biology
Patrick Boyle, Ginkgo Bioworks

Empowering Genome Editing Through Standards 
Samantha Maragh, National Institute of Standards and Technology

***

SELF-DRIVING CARS: TECHNOLOGY AND ETHICS

Organizers:
Christoffer Heckman, University of Colorado Boulder, and  

Hae-Jong Seo, NVIDIA

Autonomous Vehicles: Opportunities and Challenges
Christoffer Heckman, University of Colorado Boulder

Perception of Low-Cost Autonomous Driving 
Tae Eun Choe, Baidu

Why Everyone Has It Wrong About the Ethics of Autonomous Vehicles
John Basl, Northeastern University

Influencing Interactions in Autonomous Driving 
Dorsa Sadigh, Stanford University

***
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Blockchains – An Introduction
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Blockchain Beyond Cryptocurrency: An Overview
Hong Wan, North Carolina State University

Cryptocurrencies as Marketplaces 
Jacob Leshno, University of Chicago
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